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Abstract. This paper deals with a single-hoist and multiple-products scheduling prob-
lem. Although some MILP (mixed integer linear programming) models for the problem
were developed earlier, the situation of the company that motivated this study is differ-
ent from the earlier studies, and thus a modified MILP model is proposed. Applying the
model to a commercial optimization software, optimal solutions for small problems can
be found in a short time. In the case of realistic industry-size problems, however, the
model cannot find an optimal solution in a reasonable computation time, and therefore,
a branch-and-bound based heuristic algorithm is developed to solve such problems. To as-
sess the performance of the heuristic, we generate larger example problems and compare
the results of the algorithm with the optimal solutions. The comparison shows that the
heuristic has very good performance and the computation time is sufficiently short to use
the algorithm in real situation.
Keywords: Hoist scheduling, Branch-and-bound, Heuristics, Integer programming

1. Introduction. A class of multistage production lines employs a computer-controlled
hoist system to perform the transportation of parts between stages. This study was
motivated by a company manufacturing aircraft parts, in which there are a number of
chemical tank lines for electroplating the parts. Each production line consists of a series of
tanks filled with a variety of chemical solutions for surface processing of the metal parts,
and the processing of parts is compiled by soaking them into tanks for a certain time and
in particular order.

Since Phillips and Unger [4] introduced the problem, various hoist scheduling problems
have been extensively studied, and in most of them the jobs being processed in the line
when a new schedule is made are not considered. Because various orders of multiple
items randomly arrive at the system, however, the dynamic feature should be considered
in the hoist scheduling problem. For the dynamic problems, Yin and Yih [7] proposed a
one-pass heuristic, and later, Yih [8] developed a two-phase heuristic. Recently, Yan et
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al. [6] proposed a two-phase branch-and-bound algorithm for the dynamic hoist scheduling
problem considering disturbance.

However, the above studies related to dynamic scheduling considered only a single new
job when the rescheduling is made. Zhao et al. [9] proposed an MILP model for the general
multiple jobs rescheduling problem in which various jobs randomly (or dynamically) arrive
at the system and should be rescheduled with the jobs-in-process. Later, Tian et al. [5]
Feng et al. [2], and Amraoui and Elhafsi [1] modified the model of Zhao el al. [9].

The description above outlines the general situation of the single-hoist and multiple-
products scheduling problems. However, the production line that motivated this study
has an interesting feature that was not considered in the earlier studies. The company
produces parts for assembling an aircraft and an order from the customer consists of a set
of parts. In order that the set is transported by the hoist and soaked in a tank all together,
a tool for installing parts, which is called a rack in the company, is needed. In order to
insert a new job from the input buffer into the tank line, an empty rack is needed. After
a job arrives at the output buffer, the parts that were installed on the rack are released.
In this paper a new MILP model that considers this rack condition is proposed, but since
this model cannot find an optimal solution for the real production line with 30 tanks
in the company, a branch-and-bound based heuristic algorithm is developed to solve the
large-size problems in real situation.

In the remainder of this paper, we first present a formal description of the considered
problem and a mixed integer linear programming (MILP) model in Section 2. Following
the description of the proposed heuristic algorithm in Section 3, the results of the com-
putational experiments are presented in Section 4. And finally, we conclude this study in
Section 5.

2. Model Formulation. The features of the system including the rack constraint can
be described by some assumptions stated below.

1) The number of jobs to be processed (n) is finite and known. A part of the jobs were
already released into the production line and are staying in some tanks, and the other
jobs are waiting for processing in the input buffer.

2) The number of tanks (m) is finite. We assume the first tank (tank 1) is the input
buffer, the second one (tank 2) is the space where the jobs are installed on the rack, tanks
3 through m − 1 are real tanks for the immersion processes, and the last tank (tank m)
is the output buffer where the job is released from the rack and the rack is waiting for
a new job. The rack is transported to tank 2 when a job in the input buffer (tank 1) is
ready to proceed into the line. After an empty rack arrives at tank 2, the parts of a new
job in the input buffer are installed on the rack.

3) The immersion sequences for jobs are known and fixed. Once a job begins its
immersion process in a tank, it cannot be interrupted.

4) The processing time for a job in a tank must be within its prescribed time window
that depends on the tank and the job.

5) Material flow in this system is performed by a single hoist that can handle only one
job at a time. Once the loaded or empty hoist begins a travel, it cannot be interrupted.

The notations are as follows:
qi: current position of job i at time 0 (qi = 1, 2, . . . , m)
ei: elapsed time of job i at current position at time 0
h: current position of the hoist at time 0 (h = 1, 2, . . . , m)
cr: capacity of tank r
R: total number of racks in the system
αi,r: tank that job i has to visit after tank r
p

i,r
: lower limit of the processing time of job i in tank r

p̄i,r: upper limit of the processing time of job i in tank r
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θr,s: loaded hoist travel time from tank r to tank s
δr,s: empty hoist travel time from tank r to tank s
M : sufficiently large positive number
T : makespan of the system
ti,r: time when job i leaves tank r
bi: time when a rack is assigned to job i
wi,r,j,s: 1, if the hoist picks up job j from tank s after it picks up job i from tank r, or

0, otherwise
ui,j,r: 1, if job i arrives at tank r before job j leaves tank r, or 0, otherwise
vi,j,r: 1, if job i arrives at tank r after job j arrives at tank r, or 0, otherwise
xi,j,r: 1, if job i arrives at tank r when job j stays at tank r, or 0, otherwise
λi,j: 1, if a rack is assigned to job i before job j is released from another rack, or 0,

otherwise
µi,j: 1, if a rack is assigned to job i after another rack is assigned to job j, or 0, otherwise
zi,j: 1, if a rack is assigned to job i when job j occupies another rack, or 0, otherwise
Using the above notations, we can represent our problem as an MILP model as follows:

Minimize T (1)

subject to

p
i,qi

≤ ti,qi
+ ei ≤ p̄i,qi

for all i with qi > 1 (2)

p
i,r

≤ ti,r − ti,s − θs,r ≤ p̄i,r for all i, r, s with αi,s = r (3)

ti,qi
≥ δh,qi

for all i with qi < m (4)

ti,m = p
i,m

− ei for all i with qi = m (5)

ti,m ≤ T for all i (6)

tj,s − ti,r ≥ θr,αi,r
+ δαi,r,s − M(1 − wi,r,j,s)

for all i, r, j, s with αi,r ̸= 0, αj,s ̸= 0 and (i, r) ̸= (j, s) (7)

wi,r,j,s + wj,s,i,r = 1 for all i, r, j, s with αi,r ̸= 0, αj,s ̸= 0 and (i, r) ̸= (j, s) (8)

−Mui,j,r < ti,s + θs,r − tj,r ≤ M(1 − ui,j,r)

for all i, r, j, s with αj,r ̸= 0, αi,s = r and i ̸= j (9)

−Mvi,j,qj
< −ti,s − θs,qj

≤ M(1 − vi,j,qj
)

for all i, j, s with αi,s = qj and i ̸= j (10)

−Mvi,j,r < tj,g + θg,r − ti,s − θs,r ≤ M(1 − vi,j,r)

for all i, r, j, s, g with qj ̸= r, αj,r ̸= 0, αj,g = r, αi,s = r and i ̸= j (11)

2xi,j,r ≤ ui,j,r + vi,j,r ≤ 1 + xi,j,r

for all i, j, r with αi,r ̸= 0, αj,r ̸= 0 and i ̸= j (12)∑
j ̸=i,αj,r ̸=0

xi,j,r ≤ cr − 1 for all i, r with αi,r ̸= 0 and 1 < r < m (13)

bi = 0 for all i with αi,1 = 0 (14)

bi = ti,1 for all i with αi,1 > 0 (15)

−Mλi,j < bi − tj,m ≤ M(1 − λi,j) for all i ̸= j (16)

−Mµi,j < bj − bi ≤ M(1 − µi,j) for all i ̸= j (17)

2zi,j ≤ λi,j + µi,j ≤ 1 + zi,j for all i ̸= j (18)∑
j ̸=i

zi,j ≤ R − 1 for all i (19)

wi,r,j,s, ui,j,r, vi,j,r, xi,j,r, λi,j, µi,j, zi,j : 0/1 integers
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In this model Equation (1) shows the purpose of this problem is minimizing makespan.
Equations (2) and (3) show the bounds for processing times of the jobs. Equation (4)
assures that the time when job i leaves current tank cannot be earlier than empty hoist
travel time from current position to the tank. If a job stays in the output buffer at time
zero, the finishing time of the job can be calculated by Equation (5). Equation (6) shows
the relationship between the finishing times of all jobs and the makespan. Equations (7)
and (8) ensure that an adequate travel time of the hoist should be secured between two
loaded hoist movements. Equations (9) through (12) state that the variable xi,j,r has the
value one if and only if job i arrives at tank r when job j stays at tank r. Equation (13)
is the capacity constraint for each tank.

Equations (14) through (19) represent the rack constraint. From Equation (14), the
time when a rack is assigned to job i is regarded as zero if the job is in process at time
0; on the other hand, Equation (15) says the rack assigning time is ti,1 if the job is in the
input buffer at time 0. Similar to Equations (9) through (12), Equations (16) through
(18) ensure that the variable zi,j has the value one if and only if a rack is assigned to
job i when job j occupies another rack. Equation (19) states that total number of racks
assigned to jobs when a rack is assigned to job i is less than R.

Now, a simple example problem is introduced to validate the model. The data are as
follows: m = 8, n = 5, R = 3, h = 4, qi = (8, 6, 4, 1, 1), ei = (15, 5, 1, 12, 0),

cr = (∞, 2, 1, 1, 2, 1, 1,∞), αi,r =


0 0 0 0 0 0 0 0
0 0 0 0 0 7 8 0
0 0 0 5 6 7 8 0
2 4 0 5 6 7 8 0
2 3 4 5 8 0 0 0

,

p
i,r

=


0 0 0 0 0 0 0 30
0 0 0 0 0 15 10 30
0 0 0 10 20 15 10 30
0 30 0 10 20 15 10 30
0 30 10 10 20 0 0 30

,

p̄i,r =


0 0 0 0 0 0 0 30
0 0 0 0 0 30 30 30
0 0 0 25 40 30 30 30
∞ ∞ 0 25 40 30 30 30
∞ ∞ 25 25 40 0 0 30

,

δr,s =



0 1 2 3 4 5 6 7
6 0 1 2 3 4 5 6
5 1 0 1 2 3 4 5
4 2 1 0 1 2 3 4
3 3 2 1 0 1 2 3
2 4 3 2 1 0 1 2
1 5 4 3 2 1 0 1
0 6 5 4 3 2 1 0


, θr,s =



0 11 7 8 9 10 11 12
6 0 6 7 8 9 10 11
7 6 0 6 7 8 9 10
8 7 6 0 6 7 8 9
9 8 7 6 0 6 7 8
10 9 8 7 6 0 6 7
11 10 9 8 7 6 0 6
12 11 10 9 8 7 6 0


.

Applying the model and the example data to the optimization software LINGO, an
optimal solution was found in 2.6 GHz PC in a very short computation time (less than
0.01 seconds). Figure 1 shows the result, in which the optimal job sequence that the hoist
has to serve is (2, 3, 2, 4, 3, 5, 4, 3, 4, 5, 3, 5, 4, 5, 4, 5, 4). The numbers represented for tanks
1 through 7 in the figure are the starting times of the hoist tasks, while the numbers for
tank 8 are finishing times of the jobs. The figure also shows the makespan of the system
is 212.

This being a small example problem, it can be solved optimally by LINGO in a very
short time. However, as shown by Lei and Wang [3], even the single item hoist scheduling
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Figure 1. Optimal schedule of the example problem

problem is NP-hard. Therefore, an IP solver such as CPLEX or LINGO cannot provide
an optimal solution for an industry-size problem in a reasonable CPU time. Therefore,
we focus on the development of heuristic algorithms to obtain near-optimal solutions for
the problem in a reasonable CPU time.

3. Heuristic Procedure. The heuristic proposed in this paper is a simplified branch-
and-bound algorithm, in which the number of branches is reduced as explained below.

3.1. Branching policy. In the branch-and-bound algorithm for our problem, a node
means a partial schedule. In the optimal solution in Figure 1, for example, the partial
schedule after three loaded movements of the hoist is (2, 3, 2). At a node in the branch-
and-bound algorithm, n branches are needed in general. However, in this study some
branches are discarded from further consideration in order to simplify the algorithm. The
detailed procedure is as follows.

1) The jobs that have already arrived at the output buffer are excluded from the
candidates for branching.

2) Considering the capacity of succeeding tank, the jobs that cannot go to the next
tank are excluded from the candidates for branching.

3) If there is no available rack in the output buffer, the jobs in the input buffer are
excluded from the candidates for branching.

4) If the hoist has to wait for a long time to lift a job when the job is selected for the
next job to be transported, it would be better to eliminate the job from the candidates
for branching. The hoist waiting time under the assumption that each job is selected for
the next task of the hoist has to be calculated. Once the hoist waiting time is calculated,
all jobs with zero waiting time are selected for branching. If the number of jobs with zero
waiting time is greater than or equal to two, no more jobs are considered for branching.
In case of zero or one job with zero waiting time, however, two branches are generated
for two jobs with zero waiting time and the shortest positive waiting times.

5) Even though the number of branches is restricted to just two, the computation time
of the algorithm becomes very long when the problem size is big. Therefore, the number
of branches must be reduced more. If the number of branch candidates with zero hoist
waiting times is less than two, using BRATIO value, which is defined as a predetermined
parameter from (0, 1) interval, the number of branches is controlled. To do this, the ratio
of the number of jobs in current partial schedule to total number of tasks that the hoist
has to perform must be calculated. After calculation, if the resulting ratio is less than the
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BRATIO value, the number of branches is restricted to two; otherwise, it is restricted to
just one.

3.2. Lower bound calculation. After new nodes are generated by the branching pol-
icy stated above, to check the feasibility of the partial schedule for each new node, the
elapsed times for all jobs in current tanks after the partial schedule is performed should
be calculated and compared to the upper limit of the processing time of the job in the
tank. After this step, a lower bound for each survived node should be calculated, and
the value is max{LB1, LB2, LB3}, in which LB1, LB2, and LB3 are calculated for each
partial schedule as follows.

1) For each job that has not been completed yet, the earliest completion time of the
job is calculated without consideration of the other jobs. Let LB1 be the maximum value
among them.

2) The earliest time when all of the remaining jobs can be processed in a tank is
calculated for each tank that has a capacity of just one. Let LB2 be the maximum value
among them.

3) The minimum total loaded hoist travel time that is needed to perform all the re-
maining tasks is calculated. Additionally, the minimum processing time of the remaining
jobs in the output buffer is found. And then, LB3 is defined as the sum of those two time
values and current time of the partial schedule.

3.3. Algorithm. Detailed procedure of the ‘Reduced Branch-and-Bound Algorithm’ is
as follows.

Step 0 At the root node, the value of CurMin, which is defined as the current value of
minimum makespan of the system, is set to ∞.

Step 1 First branch and bound.
Step1.1 Make branches for all jobs that do not arrive at the output buffer.
Step1.2 Eliminate the branches that violate the tank capacity constraint or the

rack constraint.
Step1.3 Calculate the elapsed times of jobs in each tank for the partial schedule

of a branch. If an elapsed time exceeds its upper limit, eliminate the
branch.

Step1.4 Calculate the time needed to perform the partial schedule of the branch.
Step 2 If there is no node to branch, stop the algorithm with the current CurMin value.

The case of CurMin = ∞ means the algorithm could not find a feasible solution.
Step 3 Branch and bound.

Step 3.1 Choose the node having the maximum value of the time needed to per-
form the partial schedule, and make branches from the node using Sub-
section 3.1.

Step 3.2 Check the elapsed times of the jobs in each branch and eliminate the
branch if an elapsed time exceeds the upper limit.

Step 3.3 Calculate the time needed to perform the partial schedule of the branch.
Step 3.4 If the partial schedule of a branch is a complete schedule,

Step 3.4.1 Calculate a completion time of the complete schedule.
Step 3.4.2 If the completion time is less than the CurMin value, set the

CurMin value to be the completion time. Eliminate the branch
from further consideration.

Step 3.5 If the partial schedule of a branch is not a complete schedule,
Step 3.5.1 Calculate a lower bound for the branch using Subsection 3.2.
Step 3.5.2 If the lower bound is greater than the CurMin value, eliminate

the branch from further consideration.
Step 4 Go to Step 2.
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4. Computational Results. To evaluate the performance of the heuristic algorithm
proposed in this paper, computational experiments have been conducted using larger test
problems, in which the number of tanks including buffers is fixed at 12, and the number
of jobs is allowed to vary from 6 to 8. Using these problems, the results of the heuristic
algorithm are compared with the optimal solutions. To do this, an optimal solution for
each problem is first found using LINGO software, and then the solutions of the same
problem are found by the heuristic algorithm for 5 BRATIO values, i.e., 0, 0.25, 0.5, 0.75,
and 1.

Table 1. Performance comparison of the heuristic with optimal solution

n 6 7 8

LINGO (Optimal)
Makespan 100 100 100

Com. Time 2 5 31

Heuristic

BRATIO = 0.0
Makespan 103.3 104.5 110.2

Com. Time < 1 < 1 < 1

BRATIO = 0.25
Makespan 101.7 102.3 107.5

Com. Time < 1 < 1 < 1

BRATIO = 0.5
Makespan 100.8 101.9 102.8

Com. Time < 1 < 1 < 1

BRATIO = 0.75
Makespan 100.0 100.6 101.4

Com. Time < 1 < 1 < 1

BRATIO = 1.0
Makespan 100.0 100.2 100.8

Com. Time < 1 < 1 1

Table 1 shows the result and some sketchy characteristics of the heuristic may be
obtained by reviewing the table as follows.

1) In terms of the solution quality, the makespan of the heuristic looks quite good.
The table shows the worst result is 10.2% worse off than the optimal solution and the
best result is the same as the optimal solution. Considering the computation time, the
heuristic is much more practical than the MILP model.

2) If the n value increases, the solution quality of the heuristic becomes bad and the
computation time for the heuristic becomes large.

3) For a problem, the bigger BRATIO value the heuristic uses, the better solution it
can find and the longer computation time it takes. Therefore, if the computation time is
too long to find a solution for a problem, a relatively small BRATIO value can be adopted
to find a solution of the problem in a reasonable computation time.

5. Conclusions. In this research we investigated a dynamic single-hoist and multiple-
products scheduling problem with the rack constraint. First, an MILP model was de-
veloped, which is an extension of the models proposed in earlier studies. And then, a
branch-and-bound based heuristic algorithm was proposed to solve realistic industry-size
problems. To assess the performance of the heuristic, we generated large example prob-
lems and compared the results of the algorithm with the optimal solutions derived from
the MILP model. From the computational experiment we did find very good properties
of the heuristic algorithm, i.e., the makespan identified is of good quality and the com-
putation time is much shorter than the optimal solution, and thus, we conclude that the
heuristic can be used to solve real industry-size problems.

Several directions for future research are apparent from this study. First, we are cur-
rently investigating the case of two hoist system. Second, the possibility of using an
intermediate storage buffer in the tank line may also be examined.
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