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Abstract. Traditional data mining algorithms are commonly based on fully labeled
data, which is often practically difficult to obtain. In recent years, positive unlabeled
(PU) learning has emerged as a useful technique to address this issue, which allows al-
gorithms to learn from only positive and unlabeled data by relaxing the requirement for
obtaining fully labeled data. Existing PU learning algorithms based on Bayesian classi-
fiers, including PNB and PAODE, have been successfully applied to multiple classification
problems. However, their empirical performance is affected by the attribute independence
assumption. With the goal of effectively tackling positive unlabeled learning tasks with
higher-level attribute dependence, we propose a novel PU learning algorithm in this study,
termed PAnDE, which extends the AnDE (Averaged n-Dependence Estimators) algorithm
based on the ‘selected completely at random’ assumption. We performed benchmarking
tests to compare the performance of PAnDE with PNB (based on Naive Bayes) and
PAODE (based on the Averaged One-Dependence Estimators) on 20 UCI datasets and
three other real-world (human protein glycosylation) datasets. The results demonstrate
that PAnDE outperformed PNB and PAODE, highlighting the predictive power of PAnDE
and its scalability in a range of real-world applications.
Keywords: Positive unlabeled learning, Averaged n-dependence estimators, Bayesian
classification, PAODE, PNB

1. Introduction. In many real-world applications of data mining, it is often difficult to
obtain fully labeled data, as labeling data is time-consuming and labor-intensive. The
positive unlabeled (PU) learning scheme is a useful strategy to address this problem by
learning from only positive and unlabeled data, which is relatively easy to obtain in real-
world applications. This learning scheme has a capacity to significantly save human efforts
of labeling samples and achieve competitive performance compared with supervised learn-
ing algorithms [1,2]. In view of the merits of PU learning and its comparable performance,
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it is desirable to evolve traditional supervised algorithms to PU learning algorithms in
order to efficiently learn from only positive and unlabeled data.

The Naive Bayesian (NB) classifier has been widely applied in many classification tasks.
It assumes that all attributes are independent of each other within each given class label,
which is known as the attribute independence assumption. This assumption makes NB
simple and easy to implement, but at the same time sacrifices the classification accuracy
[3]. Furthermore, this assumption is often violated in practice, since attributes are com-
monly dependent on each other in many real-world applications. To tackle this, AODE
[4] was proposed based on a relaxed attribute independence assumption, by isolating one
parent-attribute from other assumed independent attributes within the given class label.
AnDE, an updated version of AODE, generalizes AODE to higher-level dependence to
further relax the attribute independence assumption [5]. In AnDE, the observed frequen-
cies of each combination of the (n + 1) attribute values and class labels are used to form
an (n+2)-dimensional probability model. Different from the majority of other algorithms
that seek to build a model to directly estimate a high-dimensional probability, AnDE
learns a high-dimensional probability by extrapolating from lower-dimensional probabili-
ties. Experimental studies have shown that AnDE could achieve improved classification
performance compared with other state-of-the-art algorithms [5].

To date, a number of Bayesian classifiers have been modified to perform PU learning,
including PNB [14] and PAODE [18]. However, the performance of these classifiers is
affected by the attribute independence assumption to various extents. To facilitate learn-
ing from positive and unlabeled data with a relaxed attribute independence assumption,
we propose a novel algorithm based on AnDE in this study, termed as PAnDE (Positive
Averaged n-Dependence Estimators). We performed empirical studies to compare the per-
formance of PAnDE, PNB and PAODE. The results demonstrate that PAnDE achieves
a better performance compared with the other two algorithms on a test suit of 20 UCI
datasets and 3 human protein glycosylation datasets, highlighting the predictive power of
PAnDE in real-world applications.

The rest of this paper is organized as follows. Section 2 reviews related work on PU
learning based on different strategies. The proposed algorithm, PAnDE, is discussed in
detail in Section 3. Prediction performance of PAnDE, PNB and PAODE is evaluated
and discussed in Section 4 followed by conclusions and future work in Section 5.

2. Related Work. A number of PU learning algorithms have been published in the
last decade. Existing PU learning algorithms can be divided into two main categories
according to the strategies employed [6,7]. The first category is referred to as the two-step
strategy. Its main idea is to first identify reliable negative examples from the unlabeled
dataset. Then the positive examples and the identified reliable negative examples are used
to train a classifier. Representative algorithms of this category include M-C [8], S-EM
[9], PUDI (PU learning for disease gene identification) [10,11] and LELC (PU learning
by extracting likely positive and negative micro-clusters) [12]. The M-C algorithm was
proposed for document classification and its classification. The S-EM algorithm was
presented using the Spy extraction technique to identify reliable negative examples [8].
PUDI was developed to identify disease-associated genes from human genome data [9,10].
LELC [11] was further developed to cope with the task of data stream classification.
The Spy [8] and Rocchio [8] extraction techniques were used to identify the two datasets
including the likely positive set LP and the likely negative set LN.

The second category focuses on devising traditional classification models (e.g., decision
tree and Naive Bayesian classifier) in order to enable them to learn from positive and
unlabeled data directly. For example, POSC4.5 [13] was proposed based on the standard
C4.5 decision tree algorithm. PNB was devised based on the multinomial model of NB for
text classification [14]. This algorithm requires users to input the prior probability of the
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positive class (p) and uses this input to estimate the probability of each attribute for each
class. A PU learning method was proposed by applying Biased Support Vector Machine
(BSVM) to detecting electric heat pumps from coarse-grained smart meter data, and was
shown to achieve better performance than the previous algorithms [15]. More recently,
a PU learning method based on ‘selected completely at random’ assumption and SVM
was proposed for protein complex prediction of the protein-protein interaction networks
[16]. Another PU learning algorithm, termed puNet [17], was proposed for networked text
data classification based on NMF (Non-negative Matrix Factorization, an unsupervised
learning algorithm).

The PU learning has also been achieved using ensemble learning. For example, a method
was proposed by combining Bagging and BSVM [18]. A subset of unlabeled examples was
selected randomly from the unlabeled dataset in each bagging iteration, and then BSVM
was used to train the classifier. PEBL [19] built a set of classifiers by iteratively applying
the SVM and using weighted votes of all classifiers generated in the iteration steps to
construct the final classifier. A bagging method called ProDiGe, was proposed to perform
disease-associated gene prediction [20].

In this paper, we focus on solving the PU learning task with Bayesian algorithms to
handle general classification tasks using the second strategy. In [21], PNB was extended
to address general classification tasks, which did not require users to provide the prior
probability of a positive class. In addition, [21] used the ‘selected completely at random’
assumption [1] to create PAODE by extending AODE for PU learning.

3. Positive Averaged n-Dependence Estimators (PAnDE). In this section, we
firstly describe the classification problem, followed by a brief introduction of AnDE. Then
we describe the proposed PAnDE algorithm based on the ‘selected completely at random’
assumption [1].

3.1. Problem description. Let T be a given training set (T = P ∪ U), where P is the
set of positive examples and U denotes the set of unlabeled examples. An example can
be represented by < x, y, l >, where x =< x1, . . . , xk > denotes the attribute vector with
k attributes. The class variable is defined as y, y ∈ {0, 1}. y = 1 represents positive
examples, while y = 0 indicates negative examples. The label variable is defined as l,
l ∈ {0, 1}, l = 1 for labeled examples and l = 0 for unlabeled examples [1], respectively.

We adopt the ‘selected completely at random’ assumption proposed in the PU learning
model in [1]. It assumes that the labeled positive examples are selected completely at
random from all positive examples. Based on this assumption, and an assumption about
the proportion of positive examples that are accordingly selected, we can estimate the
prior probability of the positive class, p, from positive and unlabeled examples.

3.2. AnDE. The main task of Bayesian classifiers is to estimate the conditional proba-
bility for a given example. According to the definition of conditional probability, for an
example, x, its probability can be estimated as:

P (y|x) = P (x, y)/P (x) (1)

where P (x) = P (x, y = 1) + P (x, y = 0). Therefore, in order to estimate P (y|x), the
major problem considered in this paper is to estimate P (x, y). For brevity, we denote
P (x, y = 1) and P (x, y = 0) as P (x, 1) and P (x, 0), respectively.

According to the definition of conditional probability, we have:

P (x, y) = P (y)P (x|y) (2)

NB is based on the attribute independence assumption, which assumes that all at-
tributes are independent of each other given the class label. Thus, P (x|y) is extrapolated
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from each two-dimensional probability estimate P (xi|y):

PNB(x, y) = P (y)
k∏

i=1

P (xi|y) (3)

AODE relaxes the attribute independence assumption by averaging over all Bayesian
Network Classifiers in which one attribute is selected as a super-parent and all other
attributes are considered conditionally independent given this super-parent and the class:

PAODE(x, y) =
k∑

α=1

P (y, xα)P (x|y, xα)/k (4)

Furthermore, AnDE extends AODE by further relaxing the attribute independence
assumption. Each sub-model selects n parent-attributes and assumes that all other at-
tributes are independent for the given class label. For brevity, we define: x{i,j,...,q} =< xi,
xj, . . . , xq >.

AnDE seeks to use:

PAnDE(x, y) =
∑

S∈(A
n)

P (y, xS)P (x|y, xS)/

(
k
n

)
(5)

In Equation (5), (A
n) denotes the set of all size-n subsets of the attribute set A =

{1, . . . , k}, and xS denotes a tuple of parent-attributes with n attributes.

3.3. Averaged n-dependence estimators for PU learning. Owing to the higher-
level dependence, AnDE is able to achieve a better classification performance than NB and
AODE when there are sufficient data to prevent overfitting. Hence, we present PAnDE
to extend AnDE for the PU learning scenario and improve the classification performance
of PU Bayesian learning. The classification algorithm of PAnDE is described as follows:

PPAnDE(x) =


arg max

y

∑
S∈(A

n)

δ(xS)P (y, xS)
n∏

m=1

P (xml|y, xS) :
∑

S∈(A
n)

δ(xS) > 0

fPA(n − 1)DE(x) : otherwise

(6)

where xml denotes the l-th value of the attribute xm. We use function δ(xS) to avoid
using parent-attributes whose values do not occur in the training data [5], δ(xS) = 1
if xS occurs in the training dataset; otherwise, δ(xS) = 0. Note that PAnDE becomes
PA(n − 1)DE when δ(xS) = 0 [5].

To solve Equation (6), we need to estimate the probability of P (1, xS), P (0, xS),
P (xml|0, xS) and P (xml|1, xS) from the training dataset. In the PU learning scenario,
P (1, xS) and P (0, xS) can be estimated by Equations (7) and (8) respectively:

P (1, xS) = P (xS|1)p (7)

P (0, xS) = P (xS|0)(1 − p) (8)

where p is the prior probability of the positive class mentioned above, which can be
estimated using the following method proposed in [1]:

p = P (y = 1) =
P (l = 1, y = 1)

P (l = 1|y = 1)
(9)

where l is the label variable and y is the class variable.
P (xml|1, xS) can be estimated using a maximum likelihood estimator with the Laplace

correction on the positive set [21]. P (xml|0, xS) can be estimated by:

P (xml|0, xS) =
P (xml, xS|0)

P (xS|0)
(10)
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P (xml, xS|0) can be estimated using the method described in [22]:

P (xml, xS|0) =
1 + max (0;NS,ml − P (xml, xS|1)p|U |) 1

ZS,m

rSrm + (1 − p)|U |
(11)

where NS,ml denotes the number of unlabeled examples for the combination of xml and
xS, rm denotes the number of attribute values of xm, while rS denotes the product of
the number of each parent-attribute xS value. ZS,m can be calculated using the following
equation proposed in [22]:

ZS,m =
∑

S∈(A
n)

rm∑
l=1

max (0; NS,ml − P (xml, xS|1)p|U |)
(1 − p)|U |

(12)

4. Empirical Study. We compared the classification performance of PAnDE with PAO-
DE and PNB on 20 UCI1 datasets and 3 real-world (human protein glycosylation) datasets.
In each group of experiments, 10 trials of experiments were conducted, and the averaged
performance results of the trials were reported. Here we used the reformulated PNB pro-
posed in [21], which has a similar performance with PNB proposed in [14] and does not
require users to provide p, and the same approach is also used by PAODE and PAnDE
to release users from providing parameter p. Considering that the computational require-
ments of A3DE defeat the WEKA2 implementation [5], we thus used PA2DE throughout
the experiments in this paper.

We assume that the number of positive examples affects the performance of the algo-
rithm in the PU learning scenario. When the positive set is relatively small compared
to the negative set, classifiers trained with these sets would usually perform poorly on
the positive class. Therefore, we used the F1 score, which is extensively used in the PU
learning scenario [7,9,21], as a measure to evaluate the performance of different classifiers.

All the experiments were conducted on a PC with quad-core CPU and 2.0 GB memory.
All the algorithms were implemented using the WEKA software package.

4.1. Datasets. A total of 20 UCI datasets were used for conducting the performance
evaluation experiments. Table 1 provides a summary of these datasets. In particular, for
datasets that contain more than two classes, we defined one of these classes as the positive
class, and combined the remaining as the negative class.

For each dataset, in the PU learning scenario, firstly, we randomly selected 50% of the
examples as the training set and 20% of the examples as the validation set (for estimation
of p), respectively. Then we combined the training and validation sets to re-train the
classifiers. Finally, the remaining 30% of the examples were used to test the trained
classifiers.

4.2. Experiment with the parameter UnLevel. We defined the parameter UnLevel
as the proportion of unlabeled examples in the training set, and simulated PU learning
scenario with different UnLevel values. We experimented with different UnLevel values
ranging from 40% to 80% with a step size of 10% and then compared the performance of
PA2DE with PAODE and PNB.

Figures 1 and 2 show the performance comparison results of PA2DE versus PNB, and
PA2DE versus PAODE, respectively. The x-axis represents the F1 score of PNB (Figure
1) or PAODE (Figure 2), and the y-axis indicates the F1 score of PA2DE. In each figure,
there are totally 20 dots representing the experimental results on the 20 datasets. If a dot
is located within the triangle area above the diagonal line, it means that PA2DE performs
better on the corresponding dataset; or if it is located within the triangle area below the

1http://archive.ics.uci.edu/ml/
2http://www.cs.waikato.ac.nz/ml/weka/
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Table 1. A summary of experimental datasets used to benchmark the
performance of different algorithms

Dataset Size #Attributes #Class Pos Class Pos/Neg
Adult 48842 14 2 <= 50K 76.1%/23.9%

Balance-scale 625 4 3 L 36.5%/63.5%
Blood 748 4 2 0 76.2%/23.8%

Breast-cancer 286 9 2 no-recurrence-events 70.3%/29.7%
Car evaluation 1728 6 4 unacc 70.0%/30.0%

Colic 368 22 2 no 37.0%/63.0%
Contraceptive

1473 9 3 2,3 57.3%/42.7%
Method Choice
Credit Approval 690 15 2 + 44.5%/55.5%

German 1000 20 2 1 70.0%/30.0%
Heart Disease 294 13 2 < 50 63.9%/36.1%
Ionosphere 351 34 2 g 64.1%/35.9%

Iris Classification 150 4 3 Iris-versicolor 33.3%/66.7%
King-rook-vs-

3196 36 2 won 52.2%/47.8%
king-pawn

Liver Disorders 345 6 2 1 42.0%/58.0%
Mushroom 8124 22 2 e 51.8%/48.2%
Nursery 12960 8 5 priority 32.9%/67.1%

Primary-tumor 339 27 21 lung 24.8%/75.2%
Tic-tac-toe 958 9 2 positive 65.3%/34.7%

Vote 435 16 2 democrat 61.4%/38.6%
Wine 178 13 7 1 33.1%/66.9%

Figure 1. Performance comparison between PA2DE and PNB with dif-
ferent UnLevel values
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Figure 2. Performance comparison between PA2DE and PAODE with
different UnLevel values

diagonal line, it means PNB (Figure 1) or PAODE (Figure 2) performs better; otherwise
(i.e., located on the diagonal line), it means that the classification performance of PA2DE
and PNB (or PAODE) is similar or close to each other.

From Figure 2, it is apparent that PA2DE outperformed PAODE on the majority of
datasets. However, the dots were mostly located close to the diagonal line, suggesting
that the performance improvement of PA2DE was not substantial. Meanwhile, we found
that PA2DE achieved a better classification performance on 14 datasets (Figure 1).

4.3. Experiment with the parameter a . According to the ‘select completely at ran-
dom’ assumption, positive examples are randomly labeled as positives with a constant
probability 1−a in the positive dataset [1] and labeled as unlabeled with the probability
a. In this paper, we experimented with a = 0.2, 0.4, 0.6. The experimental results are
shown in Figures 3 and 4 for PA2DE versus PAODE and PA2DE versus PNB, respectively.

From Figure 3 and Figure 4, we notice that PA2DE generally performed better than
PAODE and PNB with different a values. In particular, PA2DE outperformed PAODE
on 19 datasets, while PA2DE outperformed PNB on 18 datasets when a = 0.4.

Figures 1, 2, 3 and 4 also demonstrate that the classification performance of PA2DE
was considerably improved compared with that of PAODE and PNB. For example, when
a = 0.2 on the Colic dataset, PA2DE achieved a much better performance improvement
compared with PAODE (0.8235 vs. 0.6353). In addition, when a = 0.4, the performance
improvement of PA2DE was also significant (0.7993 vs. 0.5001) compared with PAODE.

4.4. Evaluation on time and space. In this section, we evaluated the time and space
usage for building PA2DE, PAODE and PNB models. Here we set a = 0.4. The running
time and memory usage of these three classifiers were shown and compared in Figure 5.
Due to the page limitation, here we only report experimental results on 10 UCI datasets
with different sizes and numbers of attributes.
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Figure 3. Performance comparison between PA2DE and PNB with dif-
ferent a values

Figure 4. Performance comparison between PA2DE and PAODE with
different a values

Figure 5. Time and space required by the three algorithms PA2DE, PNB
and PAODE on 10 UCI datasets

From Figure 5, we can see that PA2DE requires more time and memory than the
other two algorithms. This is not only because the time and space complexity of AnDE
increases with n, but also because PA2DE has to update each combination of n + 1
attributes and values for each example [5]. However, the gap between PA2DE and the
other two algorithms would be relatively small when the dimensionality of the test dataset
is smaller, such as the Car evaluation and Iris Classification datasets.

4.5. Experiments on real-world datasets. In order to illustrate the scalability of
PAnDE in real-world applications, in this subsection, we further performed a group of
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experiments using three human protein glycosylation datasets: C-linked glycosylation,
N-linked glycosylation and O-linked glycosylation derived from [23,24]. Glycosylation is
an important type of protein post-translational modification (PTM) in eukaryotic cells.
There were two different benchmark datasets for each type of glycosylation due to dif-
ferent feature selection techniques (i.e., IG+ IFS and mRMR+IFS, which means two
types of two-step feature selection strategy based on Information Gain (IG)+Incremental
Feature Selection (IFS) and minimum Redundancy Maximum Relevance (mRMR)+IFS
respectively) [23,24]. The datasets with fewer attributes were chosen for each type of
glycosylation, since for PAnDE, larger attribute dimensionality will require more compu-
tational resources, which is intractable for WEKA implementation. Accordingly, three
datasets were selected and their summary is provided in Table 2.

We experimented with different UnLevel values ranging from 40% to 80% with a step
size of 10% and compared the classification performance of PA2DE with PAODE and
PNB. The results are presented in Table 3. We can see that PA2DE generally performed
well across all three types of glycosylation datasets in terms of the F1 measure.

For the C-linked glycosylation dataset, when UnLevel was set as 50%, 60% and 80%,
PA2DE outperformed PAODE and PNB, especially when UnLevel = 50% (F1 = 0.9997).
When UnLevel = 40%, all the three algorithms achieved the F1 score of 1. On the N-linked
glycosylation dataset, PA2DE achieved a competitive performance on all these five groups
of experiments, except that PA2DE had the same F1 score with PAODE when UnLevel =
40% and 60%. On the O-linked glycosylation dataset, PNB outperformed PA2DE when
UnLevel = 40%, 60% and 80%, but the performance of PA2DE was competitive with
these two algorithms when UnLevel = 50% and 70%.

Table 2. A summary of the three types of glycosylation datasets used to
evaluate the performance of the algorithms in real-world applications

Datasets Size #Attributes #Class Pos Class Pos/Neg
C-linked (IG + IFS) 163 8 2 1 33.7%/66.3%
N-linked (IG + IFS) 1000 4 2 1 33.3%/66.7%

O-linked (mRMR + IFS) 1538 4 2 1 33.8%/66.2%

Table 3. The classification performance of three algorithms on three types
of glycosylation datasets, in terms of the F1 scores

UnLevel Datasets PA2DE PAODE PNB

40%

C-linked 1 1 1
N-linked 0.9224 0.9224 0.8603
O-linked 0.8310 0.831 0.8331

50%

C-linked 0.9997 0.9667 0.9667
N-linked 0.9109 0.9032 0.8856
O-linked 0.8321 0.8117 0.8227

60%

C-linked 0.9667 0.9574 0.9556
N-linked 0.9241 0.9241 0.8851
O-linked 0.8274 0.8022 0.8292

70%

C-linked 0.9556 0.9634 0.9667
N-linked 0.8595 0.8440 0.856
O-linked 0.8215 0.8112 0.8193

80%

C-linked 0.9333 0.9226 0.9216
N-linked 0.8851 0.8851 0.8777
O-linked 0.8253 0.8115 0.8331
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5. Conclusion and Future Work. Based on the ‘selected completely at random’ as-
sumption, we developed a new positive-unlabeled learning algorithm, termed as PAnDE,
by relaxing the attribute independence assumption. Empirical results on the 20 UCI
datasets show that PA2DE (n = 2) achieved better classification performance compared
with two other popular NB-based PU learning algorithms, namely PNB and PAODE. We
also evaluated the performance of PAnDE with PNB and PAODE on the human protein
glycosylation datasets. The results were consistent with those on the UCI datasets and
show that PA2DE outperformed the other two algorithms, suggesting that PAnDE is a
useful algorithm in real-world applications. It is expected that PAnDE will be applied in
many real-world applications to facilitate effective learning from positive and unlabeled
data in the future. The current version of PA2DE can only handle discrete values, which
will be extended to deal with continuous values in our future work and be more suitable to
deal with PU classification tasks in real-world scenarios. Finally, subsumption resolution
[25] and weighted averaging [26] have both been demonstrated to substantially improve
the accuracy of AnDE [27]. They may also prove effective when coupled with PAnDE.
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