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Abstract. Although there are many advantages of traditional K-means algorithm, the
clustering criterion function has poor performance on classification of the data set of
cluster uneven density. On the basis of weighted standard deviation criterion function,
the paper proposes an optimized K-means parallel algorithm based on MapReduce on the
Hadoop platform. Compared to the traditional K-means algorithm, the presented parallel
algorithm has a significant improvement on the accuracy, speedup ratio, scalability and
the convergence of clustering results. It also reduces the probability of misclassification
caused by the uneven cluster density, and improves the clustering accuracy of the original
algorithm. Experimental results show that the optimized algorithm is suitable to deal with
a very large amount of data set.
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1. Introduction. The commonly used K-means algorithm is a cluster mining algorithm
which is based on partition. The characteristics of the algorithm are that it is simple and
has fast convergence speed as well as easily to be implemented. However, the K-means
algorithm still has some defects. (1) Because the selection of K value has certain blindness
and randomness, the clustering results often fall into the local optimum. (2) The initial
cluster centroid selection is random, and for different initial centers may lead to different
clustering results. (3) For a very large amount of data, the clustering iterations are cum-
bersome, which makes a low efficiency of K-means algorithm as well as the phenomenon
of memory overflow. (4) Due to lack of scalability and difficulty to expansion, parallel
processing ability of the algorithm is poor.

Many researchers have proposed different solutions for limitations above. [1] adopted
multiple random sampling to determine the K value to solve the problem of selecting
the number of cluster centers. Because the traditional K-means algorithm needs to tra-
verse the data set many times on Hadoop platform, [2] presented the improved selection
algorithm of M+K-means based on initial clustering center. It makes a more detailed
optimization of the initial center point and the selection of K value, and greatly reduces
the traversal time of the original algorithm. [3] optimized the memory leakage problem in
the iterative computation process. [4-7] proposed a new clustering algorithm Mrk-means
using reorganization technique based on MapReduce, which improved the running effi-
ciency and time complexity of the original algorithm. [8] combined the Spark framework
and Hadoop technology to realize the distributed K-means clustering algorithm which
improved the throughput and expansibility of the algorithm. In order to avoid the influ-
ence of noise and outliers on K-means algorithm, [9-14] proposed a new clustering validity
function, which improved the quality of data clustering. Banerjee and Ghosh proposed a
proportional equilibrium clustering algorithm to improve the clustering effect of clusters
[7]. Aimed at that the K-means algorithm is vulnerable to the interference of outliers, [15]
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improved the clustering accuracy and convergence speed of the algorithm. [16,17] used
the average error criterion function to achieve better clustering results in the iterative
process of algorithm, which guarantees the validity and reliability of clustering results.

However, existing K-means algorithm does not explicitly point out when the algorithm
achieves a convergent value as the finish of the algorithm. It also does not take the value of
the criterion function as a sign of the end of the algorithm. This paper uses the advantages
of the weighted standard deviation criterion to present an optimized K-means algorithm
based on MapReduce distributed programming model. Compared to existing K-means
algorithm, the presented parallel algorithm has a significant improvement on the accuracy,
speedup ratio, scalability and the convergence of clustering results. It also reduces the
probability of misclassification caused by the uneven cluster density, and improves the
clustering accuracy of the algorithm.

2. The Traditional K-means Algorithm. The traditional K-means algorithm chooses
k (k ≥ 1) objects as initial clustering centers from n (n ≥ 1) data objects. The remaining
n − k objects are distributed to the nearest cluster according to their similarities to
the center of the clusters. For each new cluster, the clustering center is recalculated.
This process is iteratively executed until the criterion function is converged [15,19]. The
detailed K-means algorithm is described as follows.

(1) For any data set X, set the number of clusters as K, and randomly select any k
data objects as the initial centroid of the cluster uk, and u1, u2, . . . , uk ∈ U .

(2) For each data point xp ∈ X and xp ̸= uk, the Euclidean distance to each centroid is
calculated. The data point is assigned to the cluster of the smallest Euclidean distance.
Euclidean distance is described in Formula (1).

d(xp, ui) =

√√√√ k∑
i=1

(xp − ui)2 (1)

(3) For each new class Uk, the centroid is recomputed.
(4) Steps (1) and (2) are iteratively executed until Formula (2) reaches convergence.

JSSE =
K∑

i=1

∑
xp∈Ui

arg min |xp − ui|2 (2)

where, JSSE represents the convergence value of the clustering criterion function, K rep-
resents the number of clusters, Uk represents the kth cluster, uk represents the center of
cluster Uk, xp represents an arbitrary data object.

The major purpose of Formula (2) is to minimize the sum of the squares of the total
error in the cluster so as to obtain the best clustering results. Obviously, if JSSE value
is smaller, the error is smaller, and the clustering result is better. The distribution of
clustering function is only suitable to data samples which have substantially spherical
and uniform density between clusters, and the data number of each sample has slight
difference. The clustering criterion function cannot effectively deal with uneven density
and different types of sample data sets, and it often results in many large clusters being
split into small clusters. This heavily affects the quality of clustering results.

3. The Optimization of K-means Algorithm. In order to solve the deficiency of
traditional K-means clustering criterion function, a weighted standard deviation clustering
criterion function was proposed as shown in Equation (3) [17]. The function adopted the
standard deviation to reflect the discrete degree of a data set. If the standard deviation
is higher, the experimental data is more discrete which means less accuracy. Otherwise,
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if the standard deviation is lower, the experimental data is more accurate.

ε =
K∑

i=1

mi

M
σi =

K∑
i=1

mi

M

√√√√√ mi∑
j=1

arg min |xij − ui|2

mi

(3)

where, M is total number of data objects, K is the number of clusters, σi is the standard
deviation of ith cluster, mi presents the number of data objects in cluster i, mi/M refers
to the weight of σi, which makes standard deviation of the clusters with big data objects
have significant effect on the criterion function.

The following conclusions can be drawn from Formula (3). In order to get the minimum
value ε, for any data point, it should select a cluster in which increment of the value ε is
small in the process of K-means algorithm iteration. In other words, it should select the
minimum value of the weighted distance of zi · arg min |x − ui| to join the cluster, where,
zi = 1/

√
σi is the weighted coefficient. In this way, the data points in each iteration

process will be assigned to the cluster which contains amount of data points. When
the clusters with different size and density are adjacent to each other and the space is
relatively small, the possibility that the data on a large sparse cluster boundary is divided
into a small cluster with high density being reduced.

If we further analyze the value of the weighted standard deviation clustering criterion
function, it is not difficult to find that the value of the function is a monotone decreasing
curve under the ideal state in the iterative calculation process. This is because for any
data object, data objects are assigned to the cluster which is nearest to them during the
clustering iteration calculation. With the continuous adjustment of clustering centroid,
the data objects will move toward the cluster in favor of their own closing to, and the ε will
gradually approach a fixed value. When the value does not change, the whole algorithm
achieves the optimal clustering.

However, existing algorithm does not explicitly point out when the algorithm converges
to what extent can be considered as the finish of the algorithm. It also does not take
the value of the criterion function as a sign of the end of the algorithm. Based on the
advantages of Formula (3), the paper uses the minimum weighted distance to determine
the class of data points that should be assigned, and increases the speed of the convergence
of the K-means algorithm. The algorithm can be further optimized as follows.

(1) For any data set X = {x1, x2, . . . , xn} and xp ∈ X, randomly select any k data objects
from data set X as the initial centroid of the cluster u1, u2, . . . , uk ∈ Rn, and set q = 1.

(2) For each data point xp, calculate the weighted distance of each data xp object to
cluster centroid d(xp, ui) = zi · arg min |xp − ui|, i = 1, 2, . . . , k. If it satisfies the
equation of d(xp, ui) = min {d(xp, ui)}, it assigns data point xp to cluster Ui, xp ∈ Ui.
Finally, k new clusters will be generated.

(3) Set q = q +1 for each new class Ui, recompute the centroid of the class ui: ui(q +1) =
n∑

p=1
x
(Ui)
p

n
, where, n represents the total number of data points assigned to the cluster.

(4) Calculate the value of the weighted standard deviation clustering criterion function:

ε(q + 1) =
K∑

i=1

mi

M

√√√√√ mi∑
j=1

arg min |xij − ui(q + 1)|2

mi

(4)

(5) If it satisfies the equation 0 ≤ ε(q)−ε(q+1) < δ, where δ is a small constant, there are
no data objects in the cluster having been adjusted. This means that the algorithm
has reached the optimal clustering. Otherwise, the process returns to step (2) until
the clustering criterion function converges.
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4. Implementation of Optimized K-means Algorithm. This paper proposes an
idea to design K-means algorithm on the Hadoop platform based on the MapReduce.
The proposed implementation transforms the iterative process of serial K-means algo-
rithm into MapReduce computation that can be executed independently with a number
of MapReduce computing tasks working together on different computers. The iterative
processing consists of three parts including the Map phase, Combine phase and Reduce
phase as shown in Figure 1.

Figure 1. The parallel algorithm of K-means based on MapReduce

In the Map phase, the algorithm randomly selects K central points, stores the K central
points in HDFS as the starting global variable. The whole data set is divided according to
the minimum weighted distance. In Map processing, it causes excessive writing because
of the large intermediate result in each data node, which consumes large amounts of
system resources, and increases the operation cost. The paper introduces the Combine
function to optimize MapReduce intermediate result, and the value of the same key in
the key-values can greatly reduce the excessive amount of data in disk. In addition, this
phase also takes final results of the Combine function as an input for the Reduce stage. It
greatly reduces the burden of the remerge intermediate results in the Reduce phase and
improves the execution speed of the algorithm. The output of the Reduce phase is taken
as a new round of iterative calculation for the center point coordinate, and uploaded to
HDFS. The iteration is completed until the algorithm converges.

5. Experimental Results.

5.1. Evaluation criteria. This paper mainly uses the following measurement criteria:
accuracy, speedup ratio and scalability of algorithms. In addition, experimental results are
respectively compared to the traditional K-means algorithm. The experimental data is the
real data selected from the UCI data sets (http://archive.ics.uci.edu/ml/datasets.html).
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5.2. Experimental results and analysis. In order to test the acceleration ratio of the
algorithm, five data samples are tested. The sizes of samples are 1 million, 2 million,
4 million, 8 million and 16 million, which are randomly selected from the UCI data
set. The accuracy of the optimized K-means algorithm is significantly higher than the
traditional K-means algorithms and the developed K-means [10] as shown in Table 1.
This is easy to understand in data preprocessing phase. When data size and dimension
increase linearly, the K value is also increasing. This means the distance calculation
between the data vector and the class center becomes quite a lot for a data vector.
However, the optimized K-means algorithm based on the standard deviation clustering
criterion function is assigned the data object to the cluster in which the weighting distance
is minimized. This improvement greatly reduces the times of distance calculation, avoids
too much redundant computation, and greatly improves the operation efficiency of the
algorithm.

Table 1. The comparison of two algorithms on Hadoop platform

UCI data set Hadoop platform
Convergence value

of clustering
criterion function

Running
time/s

accuracy%

Date set 1
(1 Million)

K-means
Developed K-means [10]

Optimized K-means

JSSE = 128.8
JSSE = 106.5

ε = 82.3

4.5
3.2
1.4

50.4
60.8
70.5

Date set 2
(2 Million)

K-means
Developed K-means [10]

Optimized K-means

JSSE = 119.2
JSSE = 88.3

ε = 71.1

7.6
4.7
2.7

60.2
68.7
75.1

Date set 3
(4 Million)

K-means
Developed K-means [10]

Optimized K-means

JSSE = 108.1
JSSE = 79.2

ε = 67.9

17.8
9.2
4.9

65.3
70.7
77.8

Date set 4
(8 Million)

K-means
Developed K-means [10]

Optimized K-means

JSSE = 100.5
JSSE = 75.3

ε = 65.1

22.8
11.2
7.1

61.9
79.2
85.1

Date set 5
(16 Million)

K-means
Developed K-means [10]

Optimized K-means

JSSE = 88.3
JSSE = 70.6

ε = 60.4

30.3
16.6
8.2

55.2
83.4
93.8

5.3. Acceleration ratio. Five data samples are tested with 1 million, 2 million, 4 mil-
lion, 8 million and 16 million to evaluate the acceleration ratio of the algorithm. These
data sets are randomly selected from UCI data set.

The acceleration ratio of the designed algorithm is basically linear as shown in Figure
2. When the data size is large, the acceleration ratio of the improved K-means parallel
algorithm is close to linear growth. With increasing data nodes, the acceleration rate of
the algorithm is gradually slowing down. When the data size is the same, the increasing
of the node will cause the communication overhead of each node, and this takes up a part
of necessary processing time. Combining Table 1, it can be seen that the acceleration
ratio of the improved K-means parallel algorithm is significantly higher than traditional
algorithm. This is because the optimized algorithm in the stage of Map adds the designed
Combine function, which is used for localizing Reduce preprocessing for a large number of
intermediate results generated in the Map phase. The benefits of this improvement reduces
the I/O transmission between data nodes, and greatly saves the cost of the algorithm.

5.4. Algorithm expandability analysis. With increasing of the data nodes, the run-
ning efficiency of the algorithm is gradually declining on the testing data set of different
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Figure 2. Acceleration ratio evaluation

Figure 3. The expansion evaluation of optimized K-means algorithm

scales as shown in Figure 3. When there are multiple DataNode running on the Hadoop
platform, each node needs to transmit and merge excessive number of intermediate data
in the Reduce phase. It increases the cost of the communication between nodes, and con-
sumes a lot of system resources. As for the same size of the data set, with the increasing
of nodes, the efficiency of a large amount of data sets is significantly better than the small
amount of sample sets. Especially in the fourth node, the efficiency of running 16 million
data is significantly higher than that of the 8 million’s. With increasing of data amount,
data processing time is far greater than the communication overhead of each node, which
makes the DataNode of the Hadoop platform is more likely to play its parallel computing
power. It can be seen that the algorithm proposed in this paper has significantly improved
the processing ability of the system, and has good scalability.

6. Conclusion. The paper optimizes the clustering criterion function of the traditional
K-means algorithm using weighted clustering. In addition, this paper successfully designs
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and implements the optimized K-means algorithm based on the MapReduce program-
ming model. Experimental results show that the optimized algorithm improves clustering
accuracy, accelerating ratio and expandability. Compared to existing K-means algorithm,
the proposed algorithm is more suitable to deal with a large scale data processing.
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