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Abstract. The college admission score prediction is with the high difficulty, the low
accuracy and few related researches, because of its high randomicity and its multiple
influencing factors. Aiming at the situation, based on the support vector machine (SVM)
theory, the support vector regression (SVR) is constructed to carry out the preliminary
prediction for the college admission score, which is combined with the admission mode
of Chinese college entrance examination in the paper. The simulation experiments are
carried on by Libsvm-3.21 toolkit of Matlab R2010b software. By the quantitative analysis
of the prediction results, the ideal prediction effect is achieved, and the mean absolute
prediction error is 5.6. The change tendency of the prediction score is correct, and
the feasibility of the support vector machine prediction model is verified for the college
admission score prediction.
Keywords: Support vector machine, Support vector regression, Quantitative analysis,
Prediction model

1. Introduction. The college entrance examination is the main way for most senior
middle school students to enter their ideal universities and colleges in China, and it
has also been one of social focuses. In general, for the examinee, the experience from
the teacher and the parents and their own comprehension is mostly relied on when the
volunteer intention for the college is filled in. However, actually, it is fairly inaccurate to
solve the issue only on the basis of human experience. On the one hand, the resources
from the teacher and the parents are very limited, and it is impossible to carry out the
extremely comprehensive analysis; on the other hand, there exist a list of the subjective
factors when the teacher and the parents are faced with the historical situation of the
college admission. Therefore, how to select the suitable college for their examination
scores has been a hot and difficult problem.

The lowest control score line for all the provinces is determined by the number of
examinees, according to the enrollment plan and the examinees’ score. Generally, the
enrollment number is determined slightly more than the plan number, whose times is 1.1-
1.2. The score of the examinees is arranged according to the score ranking in the province.
The province’s lowest control line is determined when the plan number is reached, and
only the examinee who has reached the score is eligible to participate in the college
admission. The standard of the admission score line for all the colleges is designated
basically the same way, which is determined according to the examinee score and the
enrollment number of that year for that college admission. Therefore, the enrollment is
nearly ended up when the lowest control score line for all the provinces is released.
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The college admission score has been impacted on by many factors, including the en-
rollment policy, the enrollment scale, the number of applicants, the examinee quality, the
score difference over the years, the school popularity, and so on, in which there exists
the obvious randomness to some extent. At present, the related researches are divided
into three categories: the examinee college entrance examination score prediction [1], the
college enrollment situation prediction [2,3], the decision support system of the volunteer
intention for the college [4,5]. The related technologies are adopted, including the neural
network [6], the gray model [7,8], the decision tree [9,10], and support vector machine [11].
Comparatively, the advantage of support vector machine is to be adopted under the con-
dition of the small sample. In the paper, based on the SVM theory, the prediction model
for the college admission score is constructed to carry out the preliminary prediction,
which is combined with the admission mode of Chinese college entrance examination.

The remainder of the paper is organized as follows. The SVM prediction model is
constructed in Section 2. Then, the simulation experiments are carried out, and the
experimental results are demonstrated and analyzed in Section 3. Finally, conclusions are
given with the importance and the practical value of the prediction algorithm.

2. SVM Prediction Model Construction. Support vector machine is the machine
learning algorithm, which is proposed by Vapnik et al. Its basic idea is that the kernel
function is used to input the sample space and mapped to the high-dimensional feature
space by a new type of machine, which is based on the statistical learning theory [12].
In the high-dimension space, an optimal classification plane is got, and the nonlinear
relationship between input and output variables is obtained then. The support vector
machine algorithm is a convex quadratic optimization problem, and the solution is the
global optimal solution. It is suitable for solving the small sample and the nonlinear and
high-dimensional pattern recognition problem. And it can be applied to other machine
learning problems, such as the function fitting.

The college admission score prediction can be regarded as the calculation of result y by
the given dependent variable x, and thus desirable ε-SVR is selected to be the prediction
model of the paper. The value of loss function ε is set as 0.01. The model is constructed
in detail as follows.

The given training sample is set, which is shown in Formula (1).

D = {(x1, y1) , · · · , (xl, yl) , xi ∈ Rn, y ∈ R, i = 1, · · · , l} (1)

The regression function f(x) = w · ϕ(xi) + b is searched to fit these training points for
obtaining the minimum of R [f ], where w is the coefficient vector, and b is the constant.
The formula of R [f ] is expressed as follows.

R [f ] =

∫
c(x, y, f)dP (x, y) (2)

where P (x, y) is some kind of probability distribution of the generated sample. P (x, y)
is unknown and the minimum of Formula (2) cannot be solved directly. Therefore, the
optimal regression function is inverted into solving the minimum of Formula (3).

Φ(w, ξ, ξ∗) =
1

2
(w, w) + C

1

l

l∑
i=1

(ξi + ξ∗i ) (3)

where C is the penalty factor, and ξ, ξi are the maximum and minimum limit of slack
variable. The constraint conditions are increased, in which the error between the observed
value y of point x and the predicted value f(x) is not over the smaller given positive ε.
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And Formula (3) is inverted into the optimal problem, which is shown as follows.
min

w,ξi,ξ∗i ,b

1

2
(w · w) + C · 1

l

l∑
i=1

(ξi + ξ∗i )

s.t. (w · ϕ(xi) + b) − yi ≤ ε + ξi

yi − (w · ϕ(xi) + b) ≤ ε + ξ∗i
ξi, ξ

∗
i ≥ 0

(4)

If the kernel function is defined as K(xi, xj) = ϕ(xi)ϕ(xj), the Lagrange function and
KKT theorem are adopted to transform Formula (4) into the antithetical parallelism
problem, which is shown as follows.

max
a,a∗

l∑
i=i

[a∗
i (yi − ε) − ai(yi + ε)] − 1

2

l∑
i=1

l∑
j=1

(ai − a∗
i ) (aj − a∗

i ) K(xi, xj)

s.t. 0 ≤ ai, a∗
i ≤ C/l,

l∑
i=1

(ai − a∗
i ) = 0, i = 1, 2, · · · , l.

(5)

According to Formula (5), the solution is (ā, ā∗), and the regression function is expressed
as follows.

f(x) = w · ϕ(x) + b =
∑
SV

(ā − ā∗)K(xi · x) + b̄ (6)

At last, the prediction is carried out by Formula (6).
The Mercer condition must be satisfied by the kernel function in the model. Therefore,

the Gaussian kernel is chosen in this research, which is shown as follows.

K(x, y) = exp
(
−γ |x − y|2

)
(7)

where the value of nuclear parameter γ and the value of penalty parameter C in Formula
(4) are both the empirical value and the experimental value. That is to say, in the
simulation experiments, the two parameter values are revised time and again, and the
values with the favorable effects are selected. C = 15 and γ = 2−1 are selected after the
experiments for many times.

3. Simulation Experiments and Result Analysis.

3.1. Data sample. In 2013, the parallel volunteer intention for the college is imple-
mented in Heilongjiang province. In the simulation experiments, the lowest scores are
selected as sample data from 2013 to 2016 and randomly from 10 universities which have
enrolled the key undergraduate science students in Heilongjiang province. The data from
2013 to 2015 is the training sample, and that of 2016 is the test sample.

The data samples from 2013 to 2016 are shown in Table 1.

Table 1. Data sample

College code A B C D E F G H I J
2013 683 632 533 527 590 651 594 646 623 592
2014 690 641 532 529 606 655 620 653 635 605
2015 681 625 499 483 588 651 607 648 620 585
2016 683 630 503 486 597 658 618 656 626 592
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3.2. Simulation experiment. The data from 2013 to 2015 is used to train the estab-
lished model, and to predict the lowest admission scores of the 10 colleges and universities
in 2016. Then, the prediction scores are compared and tested with the true data of 2016 to
calculate the relative score difference (True score subtracts the prediction score). Finally,
the mean absolute error (MAE) is adopted to evaluate the effect of the prediction model
of the paper.

Libsvm-3.21 toolkit of Matlab R2010b software is installed to carry out the prediction
simulation experiments. The main code is as follows.

Main Code

tic;
x = [x1;x2]; y = [x2;x3];
model = svmtrain (y, x, ′ − s 3 −t 2 −c 15 −h 0 −g 0.5 −p 0.01′);
[py,mse,∼] = svmpredict (y,x,model);
testx = [x3]
display(‘true data’);
Testy = [x4]
[ptesty,tmse,∼] = svmpredict (testy,testx,model);
display(‘predicted data’);
ptesty
toc

The prediction results are shown as follows.

Table 2. Prediction result

College code
The lowest

score in 2015
The lowest

score in 2016
The predicted
score in 2016

The relative
score difference σ

A 681 683 686.1077 −3.1077
B 625 630 633.0000 −3.0000
C 499 503 515.5000 −12.5000
D 483 486 506.0000 −20.0000
E 588 597 598.2167 −1.2167
F 651 658 654.9900 3.0100
G 607 618 613.5000 4.5000
H 648 656 651.8370 4.1630
I 620 626 627.5832 −1.5832
J 585 592 595.0000 −3.0000

3.3. Result analysis. MAE is used to evaluate the prediction result, which is expressed
as follows.

MAE =
1

n

n∑
i=1

|σ| = 5.6 (8)

In Table 2, it is shown that the relative prediction error is bigger only in a few prediction
points, the relative prediction error is comparatively smaller in most prediction points,
and MAE is just 5.6 points. At the same time, the change tendency of the prediction
score is very correct. The lowest admission scores of 10 colleges and universities of 2016
are higher than those of 2015, to which the prediction results are the same completely. It
is proved that the prediction result is ideal and that it is feasible and practical to adopt
the support vector machine theory to predict the college admission score.
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4. Conclusions. The greatest advantage of support vector machine is to be used in the
machine learning under the condition of the small sample. In the paper, based on the
support vector machine theory, the lowest admission score data of each college is selected
over the years to construct the college admission score prediction model for predicting
the lowest line of the college admission scores for next year. Through the quantitative
analysis of the prediction result, it is proved that the prediction result is ideal, and it
is verified that the support vector machine prediction model is feasible to predict the
college admission score. And the prediction model improvement, the qualitative analysis
of the prediction result, and the prediction accuracy improvement are the further research
direction, which have the great practical value to some extent.
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