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Abstract. Semantic annotation of WSDL (Web Services Description Language) doc-
ument is an efficient, convenient, and practical method to implement Semantic Web
Services. Semantic similarity is the backbone of semantic annotation. There are some
limitations of previous semantic similarity measuring approaches. Most of them focused
on measuring semantic similarity between concepts in a specific domain ontology. How-
ever, terms used in Web Services often are from multiple domains with different knowl-
edge sources, which makes traditional approaches not applicable. In addition, previous
works provide low discrimination due to incomplete utilizing of the knowledge resources.
To address these, we propose MFSMA (multi-feature similarity measuring algorithm)
that consists of two parts as structural similarity and lexical similarity to measure se-
mantic similarity. Our method combines three common used approaches (Edge-based,
Feature-based, and Information Content-based) with mapping them to three proposed fea-
tures (depth, width, and density) in structural representation. Finally, we implement a
comparison experiment, and results show that our approach provides better discrimina-
tion among different experiment sets. Theoretically, proposed approach can be applied in
semantic annotation of any type user defined Web Services description documents.
Keywords: Semantic similarity, Semantic annotation, Web Services, Semantic Web
Services, Ontology

1. Introduction. Web Services provide a standardized way to achieve inter-operability
between heterogeneous software systems [1]. However, lack of semantics makes it complex
to accurately discover and compose Web Services [2]. Semantic Web Services is proposed
for adding semantics into traditional Web Services [3, 4, 5]. One implementation of Se-
mantic Web Services is semantic annotation of traditional Web Services by tagging a
term in a WSDL document with a concept in a domain ontology, because, ontologies
(that formally represent knowledge as a set of concepts and relations between concepts)
can provide a definitive and exhaustive classification of entities in all spheres of being.
Semantic similarity, which reflects how closely associated concept pairs are, is the back-
bone of semantic annotation. According to the result of semantic similarity measuring
one can select the most appropriate ontology concept to annotate target term in WSDL
document.

Previous semantic similarity measuring approaches have limitations when terms are
described by different languages (such as, XML, RDF, OIL, or OWL). Furthermore,
those approaches are inflexible because most of them are proposed to measure semantic
similarity in a single ontology. In addition, the results are not obvious discrimination of
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different concept pairs that represent similar objects. The reason is that single feature
of the object information is considered while the discrimination is hidden in the not
considered features.

In this paper, we propose a novel semantic annotation approach with implementing a
multi-feature similarity measuring algorithm named MFSMA to compute semantic sim-
ilarity between concept pairs in WSDL and ontology (written in OWL) documents. We
base on an assumption that semantic similarity between terms is heavily influenced by
the related terms in the same knowledge source (description document).

Contributions of the proposed algorithm are summarized as follows:

• A new approach is proposed to support calculating semantic similarity between con-
cepts (or terms) in documents that are written in different description languages;
• Relationship that is reflected by internal features (depth, width, and density) among

nodes in the transformed tree structure is fully utilized;
• The discrimination is amplified that provides better basis of annotation.

The remainder of this paper is organized as follows. Section 2 reviews some previous
work. Section 3 describes the proposed approach. Section 4 gives the experiment results.
Sections 5 presents conclusion and future work.

2. Related Work. In most of previous work, semantic similarity is measured between
concept pairs in single ontology. These work can be roughly classified as: Edge-based
[6, 7, 8, 9], Feature-based [10, 11, 12] and Information Content-based [13, 14, 15, 16, 17].

In the Edge-based approaches, an ontology is modeled as a directed graph in which se-
mantic distance represents the semantic similarity between two concepts in the ontology.
The semantic distance is the number of the least links (also called shortest path) separat-
ing the concept pairs. In the feature-based approaches, overlapping and non-overlapping
feature sets of one concept are utilized when measuring semantic similarity. Informa-
tion Content-based approaches complement the above two methods by considering the
quantification of semantic information (Information Content, IC) that concepts have in
common. Single ontology corpora maybe lead to textual ambiguity and data sparseness
which makes the result inaccurate.

With the widespread adoption of the Semantic Web paradigms, many ontologies have
been developed in the past few decades for various purposes and domains [11, 18, 19,
20, 21, 22, 23]. Edge-based extension approach connects two ontologies by a bridge, and
then, uses extension Edge-based measure to compute semantic similarity [22]. It classifies
ontologies into one primary ontology and secondary ontologies. The limitation is that
a primary ontology must be selected first, and the authors assume that the primary
ontology selected will always provide better result which is not the truth. Feature-based
extension approaches rely on matching synsets and term description sets, such as [11].
The term description sets are words extracted by parsing term definitions. This kind of
methods usually considers ontology logical knowledge and losses taxonomical information
(e.g., meronym, glosses, related concepts, etc.). Information Content-based extension
approaches rely on information theory that utilized notion of mutual information. These
extension methods can obtain more accurate results; however, they are relying heavily on
well-defined ontologies.

Semantic similarity measuring in different knowledge sources concentrates on items
from user-defined documents [26, 27, 28, 29].

Patil et al. proposed a framework for semi-automatically marking up Web Services
description with ontologies called MWSAF in [26]. They used a combination of lexical
and structural similarity measures as Equation (1).

MS =
w1 ∗ ElemMatch + w2 ∗ SchemaMatch

w1 + w2

(1)
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where ElemMatch and SchemaMatch represent lexical similarity and structural similarity
of two concepts, respectively. Especially, SchemaMatch considered the similarity of sub-
concepts and the ratio of matched sub-concepts. However, the organization structure of
elements was not fully utilized both in WSDL and OWL document that would decrease
the accuracy of the semantic similarity measurement.

The authors proposed a lexicon-based alignment semantic annotation approach in [27].
They generated a synonym of a concept according to WordNet. Then, a 2D matrix
that holds the synonyms of the word for each sense in one dimension, and derivation
hierarchies of the senses in other dimension was obtained by the synonyms. In the lexicon-
based alignment, they perform matching over level-sense synsets by using name equality
between all elements in the generated synonyms. A table, in which each cell is a tetrad
containing name equality concept pairs and their levels, will be obtained. At last, the
semantic similarity of synonyms is calculated by Equation (2).

md
(
casensei

, cbsensej

)
=

(
2 ∗ dnl

dsl1 + dsl2

)2

(2)

where dnl denotes the derivation order of common node, and dsl1 and dsl2 denote the
derivation order of the first and second sense leaves, respectively.

In [29,30], the authors proposed a semi-automatic WSDL Web Services description
documents. Firstly, they classified WSDL services description (which is broken down
into XSD data types, interfaces, operations and messages) to its corresponding domain.
And then, similarity between a WSDL element and the concepts of the selected domain
ontology will be computed to identify which ontology concept to annotate the WSDL
element. The semantic similarity measure did not detail in the paper.

The limitations of all the above approaches are not fully utilizing information in both
WSDL document and domain ontology. For example, [26] does not consider the impor-
tance of each concept in both WSDL and ontology, and, the authors do not consider the
sub-concepts of compared concept pairs in [27].

3. Proposed Approach. Due to different representations of WSDL and OWL, direct
semantic matching between items in WSDL and OWL documents is difficult [30]. A good
solution is expressing knowledge in original documents as trees like [26, 31]. The first step
of our approach is mapping items in WSDL and OWL documents to intermediate tree
structures according to rules similar as [26, 31].

Similar as [26], SSD (abbreviation of Semantic Similarity Degree) in the proposed ap-
proach as Equation (3) consists of two parts: structural and lexicon similarity.

SSD
(
Wi, Oj

)
= wl ∗ Sl (Wi, Oj) + (1− wl) ∗ Ss

(
Wi, Oj

)
(3)

where SSD(Wi, Oj) is SSD between term Wi and Oj that are the name of node in WT
(tree structure of WSDL documents) and OT (tree structure of OWL files), respectively,
and Wi ∈ W = {W1,W2, . . . , Wn} and Oj ∈ O = {O1, O2, . . . , Om}. wl is a weight.

3.1. Lexicon similarity measuring. Lexicon similarity is the measurement of linguistic
similarity between WSDL element and ontology concept. We use Levenstein Distance [32]
and Abbreviation Expansion to calculate lexicon similarity based on the assumption that
the string used for naming elements in WSDL or concepts in OWL ontologies is single
word or words connected with special character, i.e., space, capital letter, etc. The lexicon
similarity Sl (Wi, Oj) is calculated as Equation (4):

Sl(Wi, Oj) =

{
LDsim(Wi, Oj), if AEsim(Wi, Oj) = 0
AEsim(Wi, Oj), else

(4)

LDsim(Wi, Oj) = 1− ld(Wi, Oj)
MaxLength(Wi, Oj)

(5)
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LDsim(Wi, Oj) expresses the lexicon similarity based on Levenstein Distance. ld(Wi, Oj)
denotes the Levenstein Distance between Wi and Oj by adding a virtual root node above
both WT and OT, and MaxLength(Wi, Oj) means the larger string length of the two
concepts.

AEsim(Wi, Oj) =

{
0, if no abbreviation is between Wi and Oj

1, if abbreviation is between Wi and Oj
(6)

is the Abbreviation Expansion of Wi and Oj.

3.2. Structure-level similarity measuring. Ss(Wi, Oj) denotes the structural similar-
ity between Wi and Oj. Ss(Wi, Oj) is calculated by Equation (7):

Ss(Wi, Oj) =
F (Wi, Oj)

NumOf
(
Sl

(
W

′
k, O

′
l

)) (7)

where W
′

k ∈ W
′
=
{
W

′
i is the relevant nodes of Wi

}
and W

′ ⊂ W , and Oj is the same;

NumOf
(
Sl

(
w

′

k, O
′

l

))
is the number of relevant nodes that satisfies Sl

(
w

′

k, O
′

l

)
> 0.

F
(
W

′
, O

′)
= Max


NumOf

(
Sl

(
W

′
k,O

′
l

)
>0
)∑

i=1

w
(
W

′

k, O
′

l

)
∗ Sl

(
W

′

k, O
′

l

) (8)

is a function to select the maximum sum of lexical similarity Sl

(
W

′

k, O
′

l

)
with weight

w
(
W

′

k, O
′

l

)
(a weight to reflect the influence of the relevant nodes organization structure

in the tree structure). w
(
W

′

k, O
′

l

)
is composed of three parts as Equation (9).

w
(
W

′
k, O

′
l

)
= wd

(
W

′
k, O

′
l

)
∗ ww

(
W

′
k, O

′
l

)
∗ wρ

(
W

′
k, O

′
l

)
(9)

In Equation (9), wd

(
W

′

k, O
′

l

)
is a weight which reveals the contribution of node’s depth

in the tree structure to the structural similarity. Here, depth is the distance between a
node and the virtual root node. The core principle is that the larger depth difference is,
the smaller wd

(
W

′

k, O
′

l

)
is. Based on this principle, we proposed Equation (10).

wd

(
W

′

k, O
′

l

)
= fd (f∆(∆Dep), fΣ(ΣDep)) (10)

where ∆Dep and ΣDep represent sum and difference between W
′

k and O
′

l , respectively.
We set f∆(∆Dep) and fΣ(ΣDep) to be monotonically decreasing and monotonically

increasing as Formula (11) and Formula (12), respectively:

f∆(∆Dep) = e−α∗|∆Dep| (11)

fΣ(ΣDep) = 1− e−β∗ΣDep (12)

where wd

(
W

′

k, O
′

l

)
is considered to be governed by ∆Dep and ΣDep, as Equation (13):

wd

(
W

′

k, O
′

l

)
= γ ∗ e−α∗|∆Dep| ∗

(
1− e−β∗ΣDep

)
(13)

where γ is an adjustment factor to control the value of wd

(
W

′

k, O
′

l

)
. Experimental values

are γ = 1, α = 0.3, and β = 1.
ww

(
W

′

k, O
′

l

)
also is a weight which reveals the contribution of node’s width similar as

wd

(
W

′

k, O
′

l

)
defined as Equation (14). Width is the number of sibling nodes. It is noted

that the value of ww

(
W

′

k, O
′

l

)
mainly depends on the sibling nodes of W

′

k and O
′

l .

ww

(
W

′

k, O
′

l

)
=

Max

∑
NumOf

(
Sl

(
sib

W
′
k

f , sib
O
′
l

g

)
>0

)
i=1 Sl

(
sib

W
′
k

f , sib
O

′
l

g

)
(1 + α) ∗NumOf

(
Sl

(
sib

W
′
k

f , sib
O

′
l

g

)
> 0
)

+ α ∗ |m− n|
(14)



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.8, NO.3, 2017 659

where α = 0.5, sibW
′
k =

{
sib

W
′
k

m is the sibling node of sibW
′
k

}
and sibO

′
l are the same as

sibW
′
k , m and n are the size of sibW

′
k and sibO

′
l , respectively, and NumOf

(
Sl

(
sib

W
′
k

f , sib
O

′
l

g

)
> 0

)
is the number of sibling node pairs that have a lexical similarity bigger than 0.

wρ

(
W

′

k, O
′

l

)
also is a weight similar as wd

(
W

′

k, O
′

l

)
and ww

(
W

′

k, O
′

l

)
, which is associated

with the node’s density (occurrence probability of a node) defined as Equation (15).

wρ

(
W

′

k, O
′

l

)
=

{
1, if ρ

(
W

′

k

)
= ρ
(
O

′

l

)
;

fρ

(
ρ
(
W

′

k

)
, ρ
(
O

′

l

))
, if ρ

(
W

′

k

)
̸= ρ
(
O

′

l

)
;

(15)

and

fρ

(
ρ
(
W

′

k

)
, ρ
(
O

′

l

))
= log

ρ
(

W
′
k

)
1

Nw

∗ log
ρ
(

O
′
l

)
1

No

(16)

where Nw is the total number of the sub-nodes in WT, and No is the total number of the
sub-nodes in OT. ρ

(
W

′

k

)
and ρ

(
O

′

l

)
are the density of W

′

k and O
′

l, respectively.

3.3. Formal description of the proposed algorithm. Algorithm 1 is formal descrip-
tion of our approach to calculate semantic similarity between concept pairs

(
W

′
i , O

′
j

)
.

4. Experiments Evaluation. Most of WSDL documents and OWL files used in our
experiments are from Meteors project in University of Georgia1. Table 1 in Appendix
describes the notations that will be used in the following sections and their descriptions.

(a) (b)

(c) (d)

Figure 1. Experiment results

1Most of the WSDL documents and the OWL file come from Meteors project at http://lsdis.cs.uga.
edu/projects/meteors/downloads/. “WT1.wsdl” and “WT2.wsdl” documents are modified by adding and
deleting 1 element from “Global-Weather.wsdl”, respectively, to change the structure of tree structure
(actually, depth, width, and density of node in the structure will be changed).
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Algorithm 1 Calculating semantic similarity degree between the concept pairs
(
W

′
i , O

′
j

)
.

Require: W
′

=
{
W

′
1,W

′
2, . . . ,W

′
p

}
, O

′
=
{
O

′
1, O

′
2, . . . , O

′
q

}
, Ss[p][q] /*p and q are the

size of W
′

and O
′

respectively, and each term in the matrix Ss is a structure type
with 3 member variables Wname, Oname, and Ss(Wi, Oj). W

′
i and O

′
j are quaternary

tuple both containing 4 member variables: name, depth, width, and density*/
Ensure: Ss(Wi, Oj) /*the result of structural similarity between Wi and Oj*/
1: for i = 1→ p do /*for each element in W

′
*/

2: for j = 1→ q do/*for each element in O
′
*/

3: wd

(
W

′
i , O

′

l

)
← γ ∗ e−α∗

∣∣Dep
(

W
′
i

)
−Dep

(
O

′
l

)∣∣
∗
(

1− e−β∗
(

Dep(W
′
i

)
+Dep

(
O

′
j

)))
;

/*weight value of depth*/

4: ww

(
W

′
i , O

′

l

)
←

Max


∑NumOf

Sl

Sib
W

′
k

f
, Sib

O
′
l

g

>0


i=1 Sl

(
Sib

W
′
k

f , Sib
O
′
l

g

)
(1+α)∗NumOf

(
Sl

(
Sib

W
′
k

f , Sib
O
′
l

g

)
>0

)
+α∗|m−n|

; /*weight value

of width*/
5: if ρ

(
W

′

k

)
== ρ

(
O

′

l

)
then

6: wρ

(
W

′
i , O

′

l

)
← 1;

7: else

8: wρ

(
W

′
i , O

′

l

)
← log

ρ
(

W
′
i

)
1

Nw

∗ log
ρ
(

O
′
j

)
1

No

; /*weight value of density*/

9: end if
10: w

(
W

′
i , O

′
j

)
← wd

(
W

′
i , O

′
j

)
∗ ww

(
W

′
i , O

′
j

)
∗ wρ

(
W

′
i , O

′
j

)
; /*combination weight

value of w
(
W

′
i , O

′
j

)
*/

11: Ss[i][j].Wname ← W
′
i ;

12: Ss[i][j].Oname ← O
′
j;

13: Ss[i][j].Ss

(
W

′
i , O

′
j

)
← Sl

(
W

′
i , O

′
j

)
∗ w
(
W

′
i , O

′
j

)
; /*structure similarity for con-

cept pairs
(
W

′
i , O

′
j

)
*/

14: end for
15: end for
16: F

(
W

′
i , O

′
j

)
← FindMaxOf(Ss[i][j]); /*select the maximum value of Ss[i][j] from all

the calculated values*/

17: Ss

(
W

′
i , O

′
j

)
← 2∗F

(
W

′
i ,O

′
j

)
p+q

; /*the final structure similarity of concept pair
(
W

′
i , O

′
j

)
*/

From Figures 1(a), 1(b) and 1(c), we can find that the internal features indeed influ-
ence the result of semantic similarity matching. In Figure 1(d), we compare the result of
MWSAF [26], human evaluation result and our approach (includes 8 cases that are ex-
plained in the legend). From Figure 1(d), we can find that our approach provides better
discrimination that human evaluation and MWSAF.

5. Conclusion. In this paper, we propose a new semantic similarity degree matching al-
gorithm called MFSMA which aims to provide better discrimination of semantic similarity
matching for annotation decision making. Internal features including “depth”, “width”,
and “density” are taken into account in our approach. Experimental results shows the
proposed approach can provide better decision to determine which one of the OWL con-
cepts can be used to annotate corresponding WSDL element, because MFSMA obtains
semantic similarity degree with high discrimination with a width value range.
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Appendix. Table 1 illustrates notations used in the experiment and their descriptions,
and Table 2 is results of small-scale “HumanEvaluation” investigation. 9 persons (3
Ph.D. candidate and 6 graduate students) participated in the evaluation with 8 of them
are majoring in software engineering and one majoring in image processing.

Table 1. Notations and their descriptions

Notation Description

SSD(WT1)
Semantic similarity degree between “WeatherReport” in WT1.wsdl and
“WeatherReport” in WeatherConcept.owl ;

SSD(WT2)
Semantic similarity degree between “WeatherReport” in WT2.wsdl and
“WeatherReport” in WeatherConcept.owl ;

SSD(GW )
Semantic similarity degree between “WeatherReport” in Global-
Weather.wsdl and “WeatherReport” in WeatherConcept.owl ;

SSD(AW )
Semantic similarity degree between “WeatherSummary” in Air-
portWeather.wsdl and “WeatherReport” in WeatherConcept.owl ;

SSD(WF )
Semantic similarity degree between “Weather” in WeatherFetcher.wsdl
and “WeatherReport” in WeatherConcept.owl ;

SSD(FW )
Semantic similarity degree between “Weather” in FastWeather.wsdl and
“WeatherReport” in WeatherConcept.owl ;

SSD(UW )
Semantic similarity degree between “GetWeatherResult” in
UnisysWeather.wsdl and “WeatherReport” in WeatherConcept.owl.
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Table 2. Human evaluation results of concept pairs described in Table 1

SSD(WT1) SSD(WT2) SSD(GW) SSD(AW) SSD(WF) SSD(FW) SSD(UW)
0.80 0.70 0.90 0.60 0.40 0.30 0.10
0.86 0.98 1.00 0.26 0.29 0.42 0.30
0.70 0.60 0.80 0.30 0.30 0.20 0.10
0.72 0.74 0.71 0.06 0.09 0.06 0.00
0.90 0.85 0.80 0.40 0.40 0.30 0.10
0.90 0.90 0.90 0.40 0.20 0.20 0.10
0.95 0.97 0.90 0.50 0.30 0.20 0.05
0.90 0.88 0.80 0.70 0.50 0.50 0.40
0.42 0.77 0.88 0.08 0.03 0.03 0.00


