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Abstract. In order to handle the difficulties of complex tracking conditions in real
tracking problems, this paper proposed a novel Adaboost based tracking algorithm. In the
proposed method, visual tracking is resolved as a two-class classification problem between
fore-ground (the target) and its background. And the classification is resolved by design-
ing an adaptive classifier. In detail, an on-line updated Adaboost classifier is designed to
overcome the limitation of single classifier in tracking accuracy and robustness. Specially,
the problem of sample’s label is considered, and the confidence is assigned to each input
sample as its class, so as to realize more accurate classification. In addition, multiple
salient features are integrated to represent target’s appearance and provided to the classi-
fier, so as to realize the robustness. The experimental results demonstrate the robustness
and accuracy of the proposed Adaboost classifier in dealing with tracking problems.
Keywords: Computer vision, Visual tracking, Adaboost, Multi-cue

1. Introduction. As for target’s movement in complex environments, the main difficulty
comes from how to differentiate the target from its backgrounds. In the visual tracking
problem, how to design a good tracking method so as to search for the target region is a
key problem. In this paper, we will make major research on the tracking algorithm.

Currently, the existing visual tracking algorithms can be classified into two classes.
The one is the target’s pattern searching based method, which looks the tracking problem
as local pattern’s matching and optimizing [1]. The other is the state estimation based
method, which learns the tracking conditions and evaluates various predictions in the
tracking procedure [2]. Based on the theoretical analysis on these two methods, we found
that the common shortcoming of them is that they consider much on the target and
ignore the backgrounds when locating the target. So the existing methods cannot give
a good enough solution to tracking problem, and always fail or track with large errors.
Therefore, some researchers proposed to design specific classifiers to deal with tracking
problem. Collins et al. [3] employed an on-line feature selection method to differentiate
the color space set of the foreground and its backgrounds. Tian et al. [4] proposed an
on-line ensemble SVM tracker to handle drift and whole or long-time occlusion. Penne et
al. proposed a Modular Ensemble Tracker [5]. Large Margin Classifier [6] is introduced
into tracking problem and embedded in an ensemble tracking framework. Besides, Zhu
et al. [7] proposed a Clustering Ensemble Tracking method . In the method, the object-
part predictor, the parameter clustered predictor and the feature clustered predictor are
integrated together. We can see from the existing methods, that the design of classifier is
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an important issue. And in most of the existing classifiers, the features are fixed as HOG
or HSV. Therefore, developing a classifier integrated with multiple features is supposed
to show better performance. In our previous work, a particle filter guided SVM based
method [8] is proposed, and the SVM classifier is demonstrated to be effective in locating
target region accurately. However, the SVM should be trained ahead of time, so the
tracking effectiveness cannot be guaranteed.

Above all, the two-class based classifier proposed a robust and accurate solution for the
target tracking problem. However, there are still two aspects of difficulties: in real tracking
applications, and on the one hand, due to the complex change of tracking environments,
image noises and occlusions, it is hard for a single classifier to give an accurate classifying
for the target from the backgrounds pixels. On the other hand, due to target’s changes
caused by environments and the target itself, a fixed classifier cannot adapt to the changes.
With the consideration of the above factors, this paper proposed an ensemble classifier
based tracking method. The novelty of this paper mainly lies in the two-fold. Firstly,
in order to adapt to the complex changes in tracking environments, an on-line updating
Adaboost classifier is designed. Especially, in order to realize more accurate classifying,
the problem of samples’ class label is considered and is assigned as samples’ confidence
values. Secondly, in order to make the method robust to target’s changeable appearance,
multiple features are extracted and provided to the classifier.

The rest of the paper is organized as follows. Section 2 gives the framework of the
proposed semi-supervised method. Section 3 details the employed Adaboost classifier. In
Section 4, experiments, comparisons and results are given. And the proposed method is
concluded in Section 5.

2. System Framework. Focusing on the tracking difficulty of complex tracking condi-
tions, this paper employs Adaboost classifier to realize accurate tracking. And the system
framework is shown in Figure 1.

In order to realize an accurate tracking, developing effective tracking algorithm is not
sufficient, and to develop target’s robust model is also necessary. Therefore, this paper
employs a multi-cue integration method [9]. The employed features are salient visual

Figure 1. The tracking flowchart at time t in the video sequence
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features as color, texture, and contour. Specially, the multi-cue integrated target model
is not employed to represent the samples of classifier, but to describe the estimated target
region. In such a way, the space information will be maintained, and the time continuity
is guaranteed in model’s online updating. The employed Adaboost classifier ensembles
multiple weak ones, and the weighted minimum mean square regression method is em-
ployed.

3. Multi-Cue Integrated Adaboost. In order to adapt to the complex change of
tracking environment, with the consideration of tracking backgrounds, this paper designed
an online updating Adaboost classifier.

3.1. Adaboost classifier. Adaboost method constructs a strong classifier by training
several weak ones, and the performance of the strong one is much better than the weak
ones. The ensemble classifier realizes tracking by classifying the target and backgrounds
at each frame and updating each weak classifier. And its working procedure is shown in
Figure 2, where the samples in target and backgrounds regions are positive and negative,
respectively. These samples are employed to train each weak classifier, and Adaboost
method is employed to construct a strong classifier.

In this figure, the rectangle with solid lines is the target region, and the region between
dashed and solid lines is the background. (a) At frame t−1, classify the estimated region
with the classifier (the two solid lines represent weak classifiers). (b) At frame t, train a
new weak classifier (the dashed line) and add it to the strong one.

For a new frame, the strong classifier will calculate out a confidence value to each pixel
in the estimated target region, and then the target will be located based on the confidence

(a)

(b)

Figure 2. The updating and classifying of Adaboost
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map. Once the detection is finished, a new weak classifier is trained, and added to the
strong classifier.

H(x) =
∑T

t=1

atht(x) (1)

where at is the weight of the t-th weak classier, and is set to be the number of the wrongly
classified samples. At each frame, according to this weight, we choose K classifiers and
construct a new strong classifier. Over the whole video, the above procedure is repeated.
In the proposed Adaboost method, at each frame, the weak classifiers can be deleted or
added, so as to adapt to the change of target and backgrounds. After some frames, a
strong classifier is constructed, and it guarantees the accuracy.

3.2. Samples construction. The classifier is not used to judge one region, but to judge
some pixel by several classifiers ensemble. The classifier works in the pixel level, and
each sample provided to the classifier is defined as the feature of some pixels. With each
pixel in the detection region represented by multi-cue, the sample is the feature vector
of its n × n window. This sample representation method defined in pixel level shows the
following advantages. On the one hand, it maintains the space feature of each pixel’s
neighbor region. On the other hand, it is robust to the change of target appearance.

3.3. Weak classifier. There are many choices for weak classifier of Adaboost method.
The sample set {xi, yi}

N
i=1

shows the N samples and their labels. And each sample is
a feature vector with d dimensions, xi ∈ Rd, yi ∈ {−1, +1}. Every classifier can not
only give the label of each pixel, but also calculate its distance to classifying sphere
yi ∈ {−1, +1}. If the confidence value is ignored and the classifier only classifies the sample
to be negative or positive, then much usable information will be ignored. The weighted
least square regression method is employed as the weak classifier, and the confidence value
is used as the labels to train the classifier.

4. Experimental Results. In order to test the proposed Adaboost method, we imple-
mented the proposed method in VC++ 6.0 and analyzed the results in MATLAB 2008.
It is difficult for the existing methods to deal with the difficulty of complex tracking con-
ditions, such as environmental changes and target’s appearance changes. The proposed
method is tested on two kinds of videos, target in complex environment, and pedestrian
with occlusion. And the comparison experiment is implemented to illustrate the effec-
tiveness and accuracy of the proposed algorithm.

4.1. Test on the video with complex environment. In order to test the effectiveness
of our method in dealing with complex environments, it is tested on such videos as shown
in Figure 3. In the tested video (with 449 frames, of size 352 × 240 pixels), a man rides
on a bicycle in the street, where there exist a lot of objects with similar appearance
to the target, and the environment changes a lot. It can be seen from the key video
frames, that the tracking environment is so complex that it is hard even for people to
identify the rider from the backgrounds. As seen from the tracking results, our method
provides a good solution to such a tracking problem. Though the backgrounds show
similar color distribution or textures, the proposed method can handle it. The success
relies on the feature extracting method of each sample. In the proposed method, the
samples are represented as each pixel’s neighbor vector. However, there are also some
failure examples (Frame 425), that is because of the occurrence of a similar rider. After
a few frames, the tracker is corrected.
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Figure 3. The tracking results of a pedestrian in a complex street

4.2. Comparison experiment on videos with occlusion. In order to test the perfor-
mance of the proposed methods on the occlusion problem, and also to further demonstrate
the effectiveness of the proposed method, they are tested on a video sequence with occlu-
sions. As shown in Figure 4 (where the size of each frame is 320×240 pixels), a pedestrian
is occluded by a tree with complex appearance. When occlusion happens, only a small
part of the pedestrian can be observed. The proposed method is compared with the
method proposed in our previous paper [5], where a particle filter guided SVM method
is employed. As can be seen from the tracking result figures, both the two methods can
handle the occlusion problem, as shown in frame 135, but the proposed method performs
more accurate tracking. The winning relies on that the Adaboost method is online up-
dated, so the classifier can adapt to the tracking conditions, even when occlusions happen.
Besides, the proposed method works more effectively than the other method (3.1 seconds
versus 15.5 seconds at average), because the SVM updating is realized by training all the
samples. So the proposed method realizes an effective and accurate tracking.

Figure 4. The solid rectangle is the target regions located by the proposed
method, and the dashed one is the ones located by the method in [5]
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5. Conclusions. The complex environment is a major difficulty in visual tracking. In
order to realize an accurate tracking, this paper proposed a novel multi-cue based Ad-
aboost method. Specially, a multiple features model is employed to represent the target,
and a pixel level classification is realized by extracting each pixel’s confidence as label.
Through experiments, the proposed method is demonstrated to be effective and robust
against complex background changes and occlusion. In our future work, the effeciency
for real-time tracking is the main direction. Specifically, we will try to adapt the design
of weak classifier and the integration method, and realize a more effective and accurate
tracking.
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