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Abstract. Sparse representation has drawn greater attention in color reconstruction.
This paper proposes a color reconstruction approach based on sparse representation of
classified image patches and non-local sparse coding. Firstly, image patches are classi-
fied into smooth, texture and edge classes, and different dictionaries are trained by the
relevant information. Then, non-local coefficient is obtained by the calculated local coef-
ficients. Finally, the color of the greyscale image is reconstructed by the dictionary and
the non-local coefficient. The experimental results show that the proposed method can
achieve competitive performance compared with other state-of-the-art methods.
Keywords: Color reconstruction, Sparse representation, Patch classification, Non-local
sparse coding

1. Introduction. Colorization is a computer process of adding three-dimensional (RGB)
pixel values to greyscale image under certain constraints [1,2], which can increase the
visual appeal of images such as old black and white photos, classic movies and scientific
illustrations [2]. Color images have significant application value in image processing.
However, greyscale image is easy to ignore some significant information because of the
missing of color information. So the color reconstruction is very important.

At present, image rendering methods mainly include color diffusion based on manual
stroke [1,3], color transfer based on the reference color image [2,4].

The method of color diffusion is based on a simple premise that nearby pixels in space-
time that have similar intensities should have similar colors [1]. Levin et al. [1] proposed
the optimization of the weighting functions to add the color in YUV color space, but its
efficiency is very low. Yatziv and Sapiro [3] proposed a fast image and video colorization
using chrominance blending, but it is strict with the input images.

Welsh et al. [2,4] proposed the method of color transfer based on the reference color
image that the entire color “mood” of the reference color image is transferred to the target
image by matching luminance and texture information between the images. However, the
matching process is time-consuming and may assign vastly different colors to neighboring
pixels which have similar intensities.

With the development of compression sense [5], sparse representation theory [6] has
emerged as a powerful technique in color reconstruction. Hao et al. [7,8] proposed that
reconstructing the color of the greyscale image uses sparse representation.

Unlike the work done in [7,8] that reconstructing the color of all the greyscale image
patches applies only one dictionary and encodes each image patch independently, in this
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paper, our approach reconstructs the greyscale image based on sparse representation of
classified image patches and non-local sparse coding to overcome the disadvantages of
weak adaptability of the dictionary and artificial blocking effect.

Inspired by [9,10], in which the method of classifying the image into different classes and
using non-local sparse coding is used respectively, in our method, the image patches are
classified into smooth, edge and texture classes by the threshold of variance and entropy
to train different dictionaries, which adapt to different image patches types and have
strong adaptivity. In addition, given the non-local self-similarity of images, the algorithm
calculates the weighted average of local codes of similar patches to obtain the non-local
sparse coding of each image patch [11,12], which can avoid the artificial blocking effect.
The strength of the dictionary and the non-local sparse coding can greatly improve the
reconstruction results. Numerical experiments demonstrate that the proposed algorithm
has a good reconstruction performance.

2. Principle. This section describes the related techniques including the correlation be-
tween luminance, feature and color information, the principle of classification, the method
of gradient and texture feature extraction, as well as the non-local sparse coding.

2.1. Correlation. According to numerous observations and analysis of natural images,
two assumptions [7] are established. They are
(1) If the luminance of spatially adjacent pixels is similar, the color is commonly similar;
(2) The similar features have similar color.

Based on the above assumptions, the joint matrix connected by luminance and features
information has the same sparse coefficient with the color matrix in the joint dictionary,
so we can recover the desired color image easily.

2.2. Classification. In order to eliminate the defects in [7,8], we take the idea of classi-
fication [9] into account. The image patches are classified into smooth, edge and texture
patches according to variance σ2 and entropy E [10]. The variance of the image patch is

σ2 =
1

m

m−1
∑

j=0

(xj − µ)2 (1)

where m is the number of pixels in an image patch, xj is the grey value of the j-th pixel,
and µ is the average value of the grey value of the image patch.

The entropy of the image patch is

E = −
255
∑

i=0

pi log pi (2)

where pi is the probability of the i-th pixel level in the image patch.
Let variance threshold H1 and entropy threshold H2 be the criteria of classification [10].

The patch is smooth if σ2 < H1, E < H2. If σ2 > H1 and E > H2, it belongs to the edge
patches. The remaining patches are classified as the texture patches.

2.3. Feature extraction. Additional features should be extracted to improve the re-
sults, because a single luminance value could not represent entirely different parts of an
image. The variation of gradient value of the edge patches is obvious [10], so the gradient
feature is usually used to describe the feature of the edge patches effectively. We can use
high-pass filters to extract the gradient feature [13]. The filters are

f11 = [1, 0,−1], f12 = fT
11

, f21 = [1, 0,−2, 0, 1], f22 = fT
21

(3)

For texture patches, there are varieties of ways to extract them, which can be classi-
fied as statistical method, syntactic method and spectrum method [14]. In this paper,
extracting the texture feature only depends on luminance [7], so gray-level co-occurrence
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matrix (GLCM) [7,15], which is the simplest statistical method, is the best choice. Sev-
eral parameters including the mean and standard deviation of the angular second moment
(ASM), entropy, moment of inertia (MOI) and correlation are calculated to reflect the
texture feature.

The gradient feature extraction needs four filters, which results in the increases of the
dimension of the image patches [16]. Similarly a certain redundancy in the texture feature
extraction with eight parameters must exist. In order to reduce the dimension and the
complexity of the algorithm, principal component analysis (PCA) is applied.

2.4. Non-local sparse coding. The methods in [7,8] encode each patch independently,
not taking account of the non-local self-similarity. To overcome the defects, this paper
handles them non-locally. The calculation of the non-local coefficients is as follows.

Step 1. Calculate the Euclidean distance Dij between the i-th and j-th image patches
by Equation (4)

Dij = ‖v(xi) − v(xj)‖2
(4)

Step 2. Measure the similarity by Dij and set the threshold T .
Step 3. Get the local coefficients αi of the i-th image patch xi by Equation (5)

αi = arg min
αi

{

‖xi − Dαi‖
2

2
+ λ‖αi‖0

}

(5)

where D is the dictionary, λ is a small constant denoting the regularization parameter,
and αi is the sparse coefficient of the i-th class.

Step 4. Calculate the weighting factors by searching the similar patches if their distance
is less than T . Then get the non-local coefficients βi of the i-th image patch by the
weighted average of local codes of similar patches αi

βi =
∑

j

ωi,jαj , 0 ≤ ωi,j ≤ 1,
∑

j

ωi,j = 1, ωi,j =
1

Z(i)
exp

(

−‖v(xi) − v(xj)‖
2

2

) /

h2 (6)

where h is the attenuation factor,

Z(i) =
∑

j

exp
(

−‖v(xi) − v(xj)‖
2

2

)/

h2

3. Algorithm. This section describes the algorithm in detail. This method differs from
other state-of-the-art methods in that it uses the method of classification and non-local
sparse coding. The patches are classified into three categories by the variance threshold
H1 and entropy threshold H2 to train different dictionaries by the K singular value decom-
position (K-SVD) algorithm, and the local sparse coefficient αi of the greyscale image is
calculated by the regularized orthogonal matching pursuit (ROMP) algorithm according
to the obtained corresponding dictionaries, and then the non-local sparse coefficient βi

is obtained according to their weighted average of local codes of similar patches. The
greyscale image can be reconstructed using βi and the corresponding color dictionary.
The method has great superiorities in reconstruction results.

The algorithm can be grouped into two aspects, namely Dictionary Learning and Color

Reconstruction. The input images are the reference RGB image Y and original greyscale
image G. The color image X is the desired output image.

3.1. Dictionary learning. The notations in the algorithm are as follows.

Li = [li1, li2, . . . , liki
]; Ci = [ci1, ci2, . . . , ciki

]; T = [t1, t2, . . . , tk2
]; F = [f1, f2, . . . , fk3

]

where lij is the luminance. cij = [rij , gij, bij]
T is the color value, tj is the texture feature,

and fj is the gradient feature. Besides, i = 1, 2, 3 represent the smooth class, texture
class, and edge class respectively and ki represents the number of patches of the i-th class
image patches. Di is the dictionary of the i-th class; DL is the luminance dictionary,
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DG is the combinational dictionary of the luminance and features and DC is the color
dictionary.

Step 1. Get the image Y and divide it into patches with overlap.
Step 2. Classify Y into smooth patches, edge patches, and texture patches.
Step 3. Combine l1j and c1j into a column vector y1j , and then get the smooth sample

Y1 = [y11, y12, . . . , y1k1
]

Combine l2j , tj and c2j into a column vector y2j, and then get the texture sample

Y2 = [y21, y22, . . . , y2k2
]

Combine l3j , fj and c3j into a column vector y3j, and then get the edge sample

Y3 = [y31, y32, . . . , y3k3
]

Step 4. Learn D1, D2 and D3 of the training samples Y1, Y2 and Y3 by Equation (7)
using K-SVD

{Di, γi} = arg min
Di,γi

{

‖Yi − Diγi‖
2

2
+ λ ‖γi‖0

}

, i = 1, 2, 3 (7)

where D1 =
[

DL
1
, DC

1

]T
=

[

DG
1
, DC

1

]T
, D2 =

[

DL
2
, DF

2
, DC

2

]T
=

[

DG
2
, DC

2

]T
, D3 =

[

DL
3
,

DT
3
, DC

3

]T
=

[

DG
3
, DC

3

]T
.

3.2. Color reconstruction. The notations in the algorithm are as follows. li is the
luminance of the smooth, texture or edge greyscale image patch. t is the texture feature.
f is the gradient feature. ki is the number of patches of the i-th class image patch.

Step 1. Set G1 = l1, G2 = [l2, t]
T , G3 = [l3, f ]T .

Step 2. Calculate the local sparse coefficient αi by Equation (8)

αi = arg min
αi

{

∥

∥Gi − DG
i αi

∥

∥

2

2
+ λ ‖αi‖0

}

, i = 1, 2, 3 (8)

where αi = [αi1, αi2, . . . , αij, . . . , αiki
], and αij is the sparse coefficient of the j-th image

patch of the i-th class.
Step 3. Get the non-local coefficient βij by their weighted average of local codes of

similar patches.
Step 4. Set βi = [βi1, βi2, . . . , βij, . . . , βiki

].
Step 5. Reconstruct the color of greyscale images according to the following Equation

(9)

Ci = DC
i βi, i = 1, 2, 3 (9)

4. Results. In this section, the reconstructed results are demonstrated. The images are
separated into lots of 8×8 patches with 4 pixels overlapping, and the dictionary has 4×Ni

atoms, where Ni is the size of the rows of the training samples. Subjective and objective
evaluation criteria are used to verify the effectiveness of the algorithm, and the structural
similarity (SSIM) [17] and color-difference formula (∆E00) CIEDE2000 in L*a*b* color
space [18,19] are applied to evaluating the results.

The SSIM formula [17] is

SSIM =
4µxµyσx,y

(

µ2
x + µ2

y

) (

σ2
x + σ2

y

) (10)

where µx and µy represent the mean color values of the target reconstructed image and
the original color image respectively. σx and σy are standard deviation respectively. σx,y

is the covariance.
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The calculation of the CIEDE2000 uses Formula (11) in L*a*b* color space.

∆E00 =

√

(

∆L′

KLSL

)2

+

(

∆C ′

KCSC

)2

+

(

∆H ′

KHSH

)2

+ RT

(

∆C ′

KCSC

) (

∆H ′

KHSH

)

(11)

where SL, SC and SH are weighting factors adjusting the uniformity of color space. KL,
KC and KH are adjustment factors related to using conditions, influencing the feeling of
color difference. The closer to 1 the SSIM value is and the smaller the value ∆E is, the
better the reconstruction results are.

In order to make the comparison more obvious, the images are classified into smooth,
texture and edge images. In each experiment, the greyscale images are reconstructed
using different methods.

Experiment 1. In the experiment, the smooth images, which include the reference
color images Figure 1(a1), Figure 1(b1) and original greyscale images Figure 1(a2), Figure
1(b2), are presented in Figure 1, named Grass and Leaf. Figure 2(a1) and Figure 2(b1)
are colorized by the method in [2], Figure 2(a2) and Figure 2(b2) by the method in [8],
and Figure 2(a3) and Figure 2(b3) by our method. Figure 2(a4) and Figure 2(b4) are the
original color images. Objective comparison of experimental results is shown in Table 1.

Experiment 2. In the experiment, the reconstruction results of the texture images
are presented, named Tiger and Wall. Figure 3 presents the reference color images Figure
3(a1), Figure 3(b1). Figure 3(a2) and Figure 3(b2) are original greyscale images. Figure

Figure 1. The original smooth images

Figure 2. The reconstruction smooth images
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Table 1. Comparison of reconstruction results

Image Criterion
Algorithms

Method of [2] Method of [8] Our method

Grass
SSIM 0.836 0.961 0.986
∆E00 7.425 4.073 2.735

Leaf
SSIM 0.786 0.855 0.943
∆E00 8.198 6.894 5.430

Figure 3. The original texture images

Figure 4. The reconstruction texture images

Table 2. Comparison of reconstruction results

Image Criterion
Algorithms

Method of [2] Method of [8] Our method

Tiger
SSIM 0.688 0.910 0.932
∆E00 12.559 6.673 6.024

Wall
SSIM 0.863 0.833 0.874
∆E00 6.987 7.584 6.738

4 shows the reconstruction images by using different methods, in which Figure 4(a1) and
Figure 4(b1) are colorized by the method in [2], Figure 4(a2) and Figure 4(b2) by the
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method in [8], and Figure 4(a3), Figure 4(b3) by our method. Objective comparison is
shown in Table 2.

Experiment 3. In this experiment, the edge images, which include the reference color
images Figure 5(a1), Figure 5(b1) and original greyscale images Figure 5(a2), Figure
5(b2), are presented, named Sky and Bird. Figure 6 shows the reconstruction images
using different methods, in which Figure 6(a1) and Figure 6(b1) are colorized by the
method in [2], Figure 6(a2) and Figure 6(b2) by the method in [8], and Figure 6(a3) and
Figure 6(b3) by our method. Objective comparison of experimental results is shown in
Table 3.

Figure 5. The original edge images

Figure 6. The reconstruction edge image

Table 3. Comparison of reconstruction results

Image Criterion
Algorithms

Method of [2] Method of [8] Our method

Sky
SSIM 0.912 0.759 0.965
∆E00 6.462 8.687 3.603

Bird
SSIM 0.978 0.981 0.990
∆E00 3.553 3.452 2.034
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As it can be seen from the experimental results, the reconstruction effect of our method
is better than other methods both in subjective and objective evaluation criteria. Other
methods show distinct chromatic aberration by the calculation of the CIEDE2000 and
the reconstructed results look not smooth and not uniform. The primary reason that
our method can obtain better results is that it takes account of the differences of various
image patches and the non-local sparse coding.

5. Conclusions. Our method makes full use of the sparse representation and the reliable
theoretical basis of the correlation among the luminance, feature and the color information
to reconstruct the color of the greyscale images. From the comparison of experimental
results, as long as the threshold of classification is reasonable, the results are definitely
beneficial and favorable whenever they are evaluated from subjective or objective aspects.
It classifies the patches into smooth patches, texture patches and edge patches, which
can reduce the redundant feature information firstly so that the storage space is greatly
reduced compared to the method in [7,8] that the extraction of the feature is untargeted.
In addition, it can reflect the differences of various image patches types, so the trained
dictionaries have stronger adaptive ability to obtain satisfactory results. Finally, the
reconstructed color images have good authenticity and smoothness.

Although the proposed approach achieves better performance than previous approaches,
the setting of the threshold is still a very hard problem. Our future work is to develop a
better method to improve the accuracy of the results.
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