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Abstract. Simulation of sea water can substantially increase the fidelity of natural
environment simulation, and its implementation in real-time graphics has been a great
challenge in the interactive applications. In this paper, we present simulation of sea wa-
ter based on solution of the Navier-Stokes equations on the GPU (Graphics Processing
Unit). The algorithm for running water simulation is based on the Navier-Stokes equa-
tions for incompressible flow. We solve the velocity of a flow, the pressure in the fluid
and the influence of external forces, which is implemented on the GPU. Considering the
optical effects such as reflection and refraction, we also simulate interaction between light
and sea water on the surface and underwater scene. The results show that we can acquire
realistic simulation, while keeping fast speed of rendering at interactive rates.
Keywords: Sea water, Navier-Stokes equations, Graphics Processing Unit, Optical ef-
fects

1. Introduction. The process of rendering sea water in real time is highly dependent
on how much realism it needed in an application which can be a computer game, a movie
or just some scientific setup being used to run some simulations. In the early days of
computer graphics, water is used to be treated as a planar surface basically. However,
with the drastic improvement in the rest of the computer graphics, the need for better
animation of water scene grows strongly. This is one image of screenshots from simulation
of sea water surface running on a Radeon 9700 as shown in Figure 1.

With the development of the computer technology, various numerical methods are ap-
plied in approximating sea water. Fluid simulation in computer graphics begins with
lower dimensional techniques such as the particle system [1, 2, 3]. These lower quality
techniques are used to create 2D shallow water models, and semi-random turbulent noise
fields. Then, by improving particle-based system, Clavet et al. [4] present a new method
for viscoelastic fluid simulation. They achieve realistic small-scale behavior of substances
and also extend the technique to handle interaction between fluid and dynamic objects.
It is important to understand how light behaves when it interacts with sea water in re-
ality, because that is what mainly decides how it is going to view it. So using physical
interaction between light and sea water, some rendering techniques [5, 6, 7] have also been
introduced to simulate sea water. The simulation of fluids in real-time graphics can have a
great impact on the visual appearance, but to simulate this on a GPU using a traditional
rasterization-pipeline is not straightforward. Nowadays, with the increasing development
of GPU, rendering of sea is not only to simulate realistic appearance, but also to develop
sufficiently simple method to allow for feasible computation on the GPU. Some real-time
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Figure 1. One image about simulation of sea water surface

rendering methods of sea water [8, 9, 10] have been acquired, and realistic ocean rendering
results are got as well. However, they have to improve the rendering speed to meet high
requirement of the interactive applications later, and some details on the surface could
also be simulated further considering the interaction between water and illumination.

Our focus differs in that we design GPU parallelization of the Navier-Stokes to meet
increasing requirement of interactive applications. Also we improve the realism of under-
sea water which people nearly seldom research considering refraction of optical effects.
Based on making extensive use of GPU rendering pipeline, in this paper, we present a
novel method for rapid rendering of sea including undersea water at interactive rates. We
exploit the incremental numerical approach to simplify the Navier-Stokes equation [11] of
classic fluid simulation, and use Jacobi iterations to solve the Poisson equations on the
GPU. Also we improve realism of sea water via approximation of interaction between light
and water. The results show that we can acquire realistic rendering of sea scene such as
water color, reflection, caustics and details on surface, while achieving a relatively faster
speed of rendering.

The rest of this paper is organized as follows. The efficient fluid simulation by solving
the Navier-stokes equations is deduced in Section 2, which includes introduction and
solution of the Navier-Stokes equations, solution of the Poisson equations on the GPU,
and initial and boundary conditions. Implementation of water body simulation is designed
in Section 3. Realism improvement of sea scene via optical effects is given in Section 4.
The results are discussed in Section 5, and conclusions are drawn in Section 6.

2. Efficient Fluid Simulation by Solving the Navier-Stokes Equations. The al-
gorithm for running fluid simulation is based on the Navier-Stokes equations for incom-
pressible flow. The equations describes how the velocity of a flow varies over time incident
to the diffusion of the flow, the pressure in the fluid and the influence of external forces.
A description of how to solve these equations and how to implement it on the GPU is
presented in this section.

2.1. Introduction of the Navier-Stokes equations. The fluid flow simulation is gov-
erned by the famous incompressible Navier-Stokes equations, a set of partial different
equations that are supposed to hold throughout the fluid. They are usually written as:

δu

δt
= −(u · ∇)u −

1

ρ
∇p + v∇2u + f (1)

u · ∇ = 0 (2)
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where t is a time step. u is the velocity. v is the viscosity. ρ is the density. p is the
pressure. f is the body force such as gravity which can be set an invariant constant in
the program.

Equation (1) consists of four terms, and each term describes a factor that influences
the flow of the fluid. These factors are called advection, pressure, diffusion and
external forces. All of them are accelerations and they represent different physical phe-
nomena. Advection describes how a flow transports other objects and itself. This term
represents how the flow transports itself. Pressure builds up when molecules collide. This
pressure then pushes other molecules away and the movement propagates though the fluid.
This is represented by the pressure term. Fluids can have a resistance to movement. This
resistance is described by the viscosity of a fluid. High viscosity leads to slower move-
ment, e.g., honey, and low viscosity leads to more movement, e.g., smoke. Viscosity leads
to diffusion of the flow and is represented by this term in the equation. External forces
represent external forces such as gravity, pushing objects and wind, as follows. We can
give a constant value to represent it.

2.2. Solution of the Navier-Stokes equations. In this paper, to solve the different
terms of the Navier-Stokes equations we need to use some vector mathematics. The
following formulas describe the different uses of the nabla operator ∇ that are used to
solve the different terms between point x and point y.

Gradient:

∇p =

(

δp

δx
,
δp

δy

)

⇒
pi+1,j − pi−1,j

2δx
,

pi,j+1 − pi,j−1

2δy
(3)

Divergence:

∇ · u =

(

δu

δx
,
δu

δy

)

⇒
ui+1,j − ui−1,j

2δx
,

ui,j+1 − ui,j−1

2δy
(4)

Laplacian:

∇2p =

(

δ2p

δx2
,
δ2p

δy2

)

⇒
pi+1,j − 2pi,j + pi−1,j

(δx)2
,

pi,j+1 − 2pi,j + pi,j−1

(δy)2
(5)

What worths noting is that the right side of the arrow in Equation (3), Equation (4)
and Equation (5) is the finite difference form of the left side. It is only possible to solve
the Navier-Stokes equations analytically in a few simple cases so we use an incremental
numerical approach instead.

To compute the new velocity field at a time step we can simply take the previous velocity
field, apply advection, calculate diffusion and add influence of external forces. However,
this result will violate the second part of the Navier-Stokes equations, and the divergence
will no longer be zero. This can be solved by using the Helmholtz-Hodge decomposition
theorem [12]:

w = u + ∇p (6)

where w is the non-divergence free velocity field, u is the divergence free velocity field and
p is the pressure field. From this theorem we get:

u = w −∇p (7)

Basically we can get the divergence free field by subtracting the gradient of the pressure
field. Now we just need a way to compute the pressure field which is given by applying
the divergence to the same theorem as shown in Equation (6):

∇ · w = ∇ · u + ∇ · ∇p = ∇ · u + ∇2p (8)

Since Equation (2) demands that divergence of u is zero, this leads to:

∇2p · w = ∇ · w (9)
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This is an Poisson equation which can be solved with Jacobi iterations using w as input,
which will be presented in Section 2.3. Since we now know how we can get pressure, we
just need an exact way of calculating w. From the definition of the dot product we know
that we can compute the projection of a vector on a unit vector by applying dot product
between the two vectors. This operation can also be applied to vector field. We can take
advantage of this and define a projection operation P that takes the field w and projects it
onto the divergence free field u. Now we can apply this projection operation to Equation
(6) and since P(w) = P(u) = u, we get:

P(∇p) = 0 (10)

Now we can apply the same projection operation to the first Navier-Stokes equation as
shown in Equation (1):

P

(

δu

δt

)

= P

[

−(u · ∇)u −
1

ρ
∇p + v∇2u + f

]

(11)

Since u is divergence free and the projection disappears from the left hand side of the
equation, combining this with what we know from Equation (10) we arrive at the following
equation which is the final equation that our implementation will solve.

δu

δt
= P

[

−(u · ∇)u −
1

ρ
+ v∇2u + f

]

(12)

This is an equation we can compute at each time step. We have access to the velocity
field u and can simply apply the three inner operations, add them together to produce w

and apply the projection operation to arriving at the final result which is the new velocity
field.

Typically, the different components are not computed as in Equation (12) but instead
calculated using state transformations. Each component takes a vector field as input,
performs calculations and produces a new vector field that is used as input to the next
component. We therefore define S as the solution to Equation (12) for a single time step.
S can be split into operations (applied right to left):

S = P ◦ F ◦ D ◦ A(u) (13)

where A is advection, D is diffusion, F is external forces, P is projection.
To compute the advection at the current time we need to access the velocity at the

previous time step. Since we intend to implement this in the GPU fragment shaders and
we cannot change the position of the current pixel, instead we back trace the velocity for
each grid cell and copy the contents from this position into the current pixel. This can
be applied on velocity, density, temperature, etcetera.

To compute the diffusion, we use the following diffusion equation
(

I − vδt∇2
)

u(x, t + δt) = u(x, t) (14)

where I is the identity matrix. This is a Poisson equation that we solve using Jacobi
iterations.

2.3. Solution of the Poisson equations on the GPU. To solve the diffusion equation
(14) as well as the Poisson pressure equation we use several Jacobi iterations. Both
equations can be expressed on the form:

x
(k+1)
i,j =

x
(k)
i−1,j + x

(k)
i+1,j + x

(k)
i,j−1 + x

(k)
i,j+1 + αbi,j

β
(15)

where α and β are two coefficients when Jacobi iterations are performed. b is the conver-
gence rate.

This equation is evaluated once per iteration and the result is given as input for the
next iteration. The initial input has to be guessed and in our implementation the initial
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guess is 0. After an amount of iterations 20-40 the result starts to converge towards the
desired value. There are other solutions than Jacobi that require less iterations, but they
are far more complicated to be implemented on the GPU.

2.4. Initial and boundary conditions. In order to have a fully functioning model, we
need to know what the initial state is for our velocity and pressure. We set the initial
velocity and pressure to zero throughout the grid. We also need to know what happens
at the boundaries and specify our boundaries and boundary conditions. We imagine our
simulation takes place in a big box that is positioned so that its entire contents are visible
on the screen. To get the effect of our water being contained in this box, we want the
fluid to “bounce” in contact with the hills in the water. Therefore, our velocity boundary
condition is to take the negative value of the nearest cell. For pressure we set the boundary
to have the same pressure as the nearest cell to get a realistic simulation.

3. Implementation of Water Body Simulation. Simulating fluid physics is a very
demanding task for a processor to run, and there are many computations that have to
run for every element in the fluid. However this is also a very parallel task, since every
single element has to run the same operation every loop cycle, which fits the GPU very
well. Our implementation utilizes the computational power of the GPU by running shader
programs for every pixel and storing intermediate results into textures.

From solution of the Navier-Stokes equations we get Equation (13) which we can im-
plement. Every time step is the same, and this pseudocode represents a single time step
respectively:

• u1 = advection(u1);
• u2 = diffusion(u2);
• u3 = addforces(u3);
• u4 = projection(u4);
where the projection operation consists of two operations as follows:
• p = computePressure(u);
• u = subtractPressureGradient(u, p).
This code could be implemented both on the CPU and the GPU; however, as stated

above, the parallel nature of the GPU makes it a much better match. To implement this
kind of algorithm on the GPU, we need to learn how to do this kind of computation on
the GPU. In our system the algorithm looks something like this.

RCInit():
• Create quad that spans the entire grid.
• Setup textures to store all the different values at the grid cells (velocity, temperature,

pressure, etc).
• Initiate the fragment shaders that will perform the necessary calculations.
RCUpdate():
• Render the quad into different buffers using the different shader programs that per-

form the operations (advection, diffusion, divergence, etc).
• Iterate Jacobi renders to compute the pressure.
• Subtract the pressure gradient to arrive at the final velocity field.
To run the simulation we need at least two buffers that we render to, velocity and

color. Running only this simulation is however not very interesting. To get something
interesting out of it we need to put something such as fishes and hills into the sea water
that is carried through the flow and can be visualized. Since we focus on making water
simulation we chose to visualize this by adding a buffer for the density.

4. Realism Improvement of Sea Scene via Optical Effects. For realistic rendering
of sea scene it is essential to handle the physical interaction between water and incoming
light correctly. This surface and underwater realism can be achieved if reflection and
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refraction effects are computed. In this paper, we have implemented a visualization that
is based on the physical laws of reflection and refraction.

4.1. Reflection effect. Light is known to behave in a very predictable manner. If a ray
of light could be observed approaching and reflecting off a flat mirror like water surface,
then the behavior of the light as it reflects would follow a predictable law known as the
law of reflection. The diagram below illustrates the law of reflection as shown in Figure
2.

When looking at the surface of water, the surface will reflect either the sky or other
objects. In computer graphics this is given by the formula:

R = I − 2N(N · I) (16)

which dictates that the angle between the camera ray, I, and the surface normal, N , is
equal to the angle between the surface normal and the reflected vector, R.

4.2. Refraction effect. Refraction is what happens when a ray of light moves through
translucent materials with different densities (e.g., sea water and glass). A popular ex-
planation is that the light travels slower in materials with large densities and vice versa,
and so the direction of the ray is changed. The equation for refraction is given by Snell’s
Law in the following equation:

η2 sin(θ1) = η1 sin(θ2) (17)

where η1 and η2 are the refractive indices for two materials, θ1 is the angle of incidence
between the camera ray I and the surface normal N , and θ2 is the angle of refraction
between the surface normal below the surface −N and the refracted vector T , also called
transmitted, as depicted in Figure 3.

Figure 2. Reflection of light at media surface

Figure 3. Refraction of light at the interface between two media
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5. Experiments and Results. We have implemented the fast rendering for sea water
using fluid simulation and optical effects on the GPU. All experiments are run on a PC
with AMD Athlon II X4 Four Cores, and NVIDIA GeForce GT430. The software platform
is based on MS Visual Studio 2015 and OpenGL as the programming language. We also
employ GLSL (OpenGL Shading Language) as vertex and fragment shader language on
the GPU. We have given rendering effects of sea scene and compare the rendering speed
of our method with the previous method. Our final rendering clearly shows the effective
implementation of the above mentioned technique.

We firstly implement realistic rendering of sea surface under sunlight illumination, and
show different scenes to express realistic rendering effects in different views. The images
from sea simulation via our method are shown in Figure 4.

Then, we render two underwater scenes containing many swimming fishes and show
different rendering effects in different views as shown in Figure 5.

From Figure 4, we can observe that the rendering appearance of sea surface using our
method is realistic in such as water color, light reflection and caustics, which is in accord
with physical phenomena. Although Liu and Xiong’s method [9] can also show this physi-
cal phenomenon, the effects in details such as soft shadow and foams cannot be simulated
very well, and our surface details in Figure 4(b) are very obvious and clear. Especially,
we can simulate underwater scenes in Figure 5 but Liu and Xiong’s method [9] can only
approximate surface. Meanwhile, Liu and Xiong’s method [9] cannot well deal with the
break waves, and may generate implausible results for objects with non-symmetrical ge-
ometry. This is because pre-rigid body method in their rendering is actually a simplified

(a) (b)

Figure 4. Rendering results of sea surface in different views

(a) (b)

Figure 5. Rendering results of underwater scene in different views
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Figure 6. Efficiency comparison between our method and the literature
method [9]

method for dynamic objects with approximately symmetrical geometry. Above all, ren-
dering appearance of our technique is more effective over Liu and Xiong’s method [9].

Figure 6 shows the comparison of rendering speed between Liu and Xiong’s method
[9], and our method, from which we can see that our method is more efficient. Our
method is based on the discretization of Navier-Stokes equations which can accelerate the
computation of sea water, and the rendering is implemented directly in graphics memory
of GeForce GT430 via GLSL shader programming, so the speed is faster on the whole.
When the triangle number of the simulation sea is ten thousand, we have obtained about
60 frames per second (FPS). However, the real-time rendering method such as Liu and
Xiong’s method [9] only acquires 45 FPS. The difference is more obvious when increasing
triangle number of rendering. From Figure 6, our method is about 1.33-4 times faster
than Liu and Xiong’s method [9].

6. Conclusions. We have implemented simulation for sea water with fluid simulation
and optical effects on the GPU. Through rendering results, we can observe that the
rendering of sea scene using our method is realistic both in sea surface and underwater
scene. We can acquire realistic effects such as water color, light reflection, caustics, foams
and soft shadow, which is in accord with physical phenomena. By comparing the efficiency
between Liu and Xiong’s method [9], and our method, we can obtain a faster rendering
speed and the difference is more obvious when increasing triangle number of rendering.
Hence our method has a great practical value in interactive applications such as 3D online
games.

We have demonstrated some of the useful properties of our method, but many exciting
avenues remain to be explored. In future work, we will improve the following subjects.
We want to simplify the proposed method in order to make it combined with practical
applications easily. We also plan to investigate its use for the interactive control of sea
water motion to improve practical value.

Acknowledgment. This work was supported by the National Natural Science Founda-
tion of China under Grant No. 61672470.

REFERENCES
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