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Abstract. In this paper, we propose a target human speech extraction method for acous-

tic signals. The proposed method can estimate the target speech signals without noise from

observed mixture signals. The method estimates a rotation angle of a distribution of ob-

served mixture signals. Based on the estimated angle, our extraction method estimates

the speech by rotating the distribution. The estimated angle is dependent on the silent

interval included in the human speech. In a case of short-time processing, some rotation

angle cannot be estimated because some observed mixture signals do not have a silent in-

terval in a short-time frame. Therefore, a silent interval detection method is proposed for

estimating the presence or absence of the silent interval by calculating the correlation or

the kurtosis of the distribution. Using the proposed method, we can estimate the human

speech in all short-time frames.

Keywords: Blind source separation, Noise reduction, Silent interval, Speech signal pro-
cessing, Target speech extraction

1. Introduction. We are living in the environment where there are a variety of sounds.
And we can recognize the target speech from among a lot of sounds. However, a machine
is hard to recognize their target sound in such noisy places. Blind source separation (BSS)
is a method for estimating the source signals from observed mixture signals without the
information about the source and the transfer functions [1]. Recently, a lot of methods
of separating noises and target sounds have been proposed by researchers [2, 3]. Many
noise reduction typical methods using independent component analysis (ICA) have been
proposed [4, 5]. ICA is one of the methods based on the BSS. ICA can separate unknown
sources from their mixtures in the condition which the sources are statistically independent
of each other. However, ICA takes a long time to separate the source signals from mixture
signals. Therefore, ICA is not good at a real-time processing. Since ICA is a separation
algorithm, another target extraction algorithm is needed.

In this paper, we propose a new BSS method for speech signals. Our method is divided
into a short-time frame speech signal in order to perform a short-time processing, and
the method can extract the target speaker speech. The processes of the proposed method
are as follows. Firstly, we create a joint distribution and a histogram using the mixture
signals observed by two microphones. Secondly, a rotation angle of the distribution is
estimated. Our method needs the silent interval included in a human speech in order
to estimate the angle. In the case of a short-time frame, some rotation angle cannot
be estimated because some observed mixture signals in the frame do not have a silent
interval. When the sound in the short-time frame does not have a silent interval, the
value of the correlation of the distribution and that of kurtosis of the histogram is low.
Therefore, we estimate the presence or absence of the silent interval by calculating the
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correlation or the kurtosis. Using this fact, we propose an estimation method for the
human speech. The proposed method outputs only the target speech. It means that the
method can separate and extract the target human speech in all short-time frames.

In order to verify our proposals, several simulations were carried out. From the sim-
ulation results, the proposed method can extract the target speech in all frames. The
method works even in the case of the frame length in 0.01 seconds. Therefore, it can be
expected that the target speech is estimated when the sound source will be moved or the
sound environment will be changed.

The rest of this paper is organized as follows. In Section 2, we describe the outline
of BSS and our basic separation principle. In Section 3, we propose our BSS method
using silent interval detection. In Section 4, we evaluate the estimation performance of
the proposed method. Finally, the paper is concluded in Section 5.

2. Blind Source Separation. When source signals sn(t) (n = 1, 2, . . . , N) are observed
by sensors, the observed mixture signals xm(t) (m = 1, 2, . . . , M) are expressed as

xm(t) =

N
∑

n=1

amnsn(t) (1)

where amn denote unknown mixing parameters, and N and M denote the number of
the sources and the sensors, respectively. The estimated signals yn(t) for the sources are
expressed as

yn(t) =
M

∑

m=1

wnmxm(t) (2)

where wnm denote estimated separating parameters. In order to estimate wnm, many
methods have been proposed, e.g., Makino et al. [1], Hyvärinen et al. [4], Cichocki and
Amari [5].

In order to extract the target human speech, we have already proposed a rotation
BSS [6]. The rotation BSS is based on the rotation of a distribution of observed signals.
Consider that a human utterance and noise exist as shown in Figure 1(a), and the mixture
signals are observed by two microphones as shown in Figure 1(b).

Using the mixture signals, their joint distribution is shown in Figure 2(a), where the
horizontal and the vertical axes are denoted by the amplitude of x1(t) and x2(t), respec-
tively. From the figure, we recognize a straight line in the distribution. For clarifying the
linear components, directions φ(t) of distribution are calculated as

φ(t) = tan−1 x2(t)

x1(t)
(3)

Using all φ(t), its histogram as shown in Figure 2(b) means that the components of the
joint distribution are concentrated on one direction. The reason is that since the human
speech has a silent interval, it becomes only noise in the silent interval.

From the above discussion, we define θ calculated as the mode value (the most frequent
value) of φ(t) as

θ = arg max
φ(t)

hist(φ(t)) (4)

Based on the θ, the separated signals are rotated by the rotation matrix as follows.
[

y1(t)
y2(t)

]

=

[

cos(−θ) − sin(−θ)
sin(−θ) cos(−θ)

] [

x1(t)
x2(t)

]

=

[

cos θ sin θ

− sin θ cos θ

] [

x1(t)
x2(t)

]

(5)

In order to extract the target human speech y(t), we calculate as

y(t) = x2(t) cos θ − x1(t) sin θ (6)
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Figure 1. Source signals and mixture signals
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Figure 2. Joint distribution and its directional histogram of mixture signals

because y1(t) and y2(t) in Equation (5) are estimated of the noise and the target signal,
respectively.

For a real-time processing, we introduce a short-time frame xm,l(t) as

xm,l(t) = [xm((l − 1)T ), xm((l − 1)T + 1), . . . , xm(lT − 1)] (7)

where l denotes an index of the frames and T denotes the number of data points in the
frame.

In the case of the 6 seconds mixture signals as shown in Figure 1(b), distributions in the
1 second frame are shown in Figure 3. From the distributions, we calculate the directions
θl(t) of l frames as follows.

φl(t) = tan−1 x2,l(t)

x1,l(t)
(8)
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Figure 3. Distributions in each frame

Based on the φl(t), the histograms in each frame are shown in Figure 4. The mode
value in each frame θl is calculated as follows.

θl = arg max
φl(t)

hist(φl(t)) (9)

In these ways, the rotation BSS in short-time frames are proposed as follows [7].

yl(t) = cos θlx2,l(t) − sin θlx1,l(t) (10)

The method can separate and extract the human speech. Therefore, the permutation
problem does not occur. However, when the frame length is shortened, there is a problem
that the method cannot separate because there is no silent interval in the frame. This
problem is solved in Section 3.

3. Silent Interval Detection. The rotation BSS can separate and extract the target
human speech in the condition which the human speech has a silent interval. However,
when the sound data in the short-time frame does not have a silent interval, the linear
component of the distribution or the peak of the histogram is not clear. Therefore, we
propose a new BSS using a silent interval detection method.

Figure 3 shows the distributions in each frame. From these figures, it is found that
the frames with silent interval have clearly straight line. Therefore, we propose a silent
interval detection method using a correlation coefficient rl as follows.

rl =

∑T−1
t=0

(

x1,l(t) − x1,l(t)
)(

x2,l(t) − x2,l(t)
)

√

∑T−1
t=0

(

x1,l(t) − x1,l(t)
)2

√

∑T−1
t=0

(

x2,l(t) − x2,l(t)
)2

(11)
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In the case of rl ≃ 1, the rotation BSS functions well. In the case of otherwise, the BSS
selects a rotation direction in the near past frame.

Using the histograms as shown in Figure 4, we also propose another detection method.
When the sound data has a silent interval, a peak is recognized in the histogram. There-
fore, a silent interval detection method using a kurtosis kl in the l frame is proposed as
follows.

kl =

1
T−1

∑T−1
t=0

(

φl(t) − φl(t)
)4

√

∑T−1
t=0

(

φl(t) − φl(t)
)2

4 (12)

Similar to the method based on the correlation, the rotation BSS selects a rotation direc-
tion in the near past in the case that the kl is low value.
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Figure 4. Histograms in each frame

4. Simulations and Results. In order to verify our proposals, several simulations were
carried out. Target signals were 6 (3 females and 3 males) speaker’s speech data [8] and
noise was car noise [9]. The source signals were sampled at 8000Hz with 16bit resolution.
The 30 mixture signals were calculated by Equation (1).

When the frame length was 1 second, the source signals and mixture signals are shown
in Figure 5(a) and Figure 5(b), respectively. The separated signal using only the ro-
tation BSS is shown in Figure 5(c). From this figure, it is found that some components
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Figure 5. Simulation results

of target speech signal are lost. Figure 5(d) and Figure 5(e) are the estimated signals using
correlation and kurtosis, respectively. From both these waveforms, the proposed method
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can estimate the target signal except a scaling indeterminacy. From the simulation results,
the proposed method can extract the target speech in all frames.

Figure 6 shows the processing time. The conditions of a computer were Windows
7 Professional, Intel(R)Celeron(R) CPU G460@1.8GHz, 4.00GB memory, and Octave-
Ver3.6.4. The average processing time of all frames of 30 mixture signals is shown in
Figure 6(a). The horizontal axis denotes the number of frames and the vertical axis
denotes the processing time. From this result, it is found that the BSS with kurtosis is
faster than that with correlation. Additionally, Figure 6(b) shows the processing time in
each frame. From this figure, it is clear that our proposed methods can extract the target
speech quickly in less than 0.01 second.
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Figure 6. Processing time

After the scaling indeterminacy of the separated signals are recovered, the average
value of RMSE (root mean squared error) of the 30 patterns of separated signals by the
proposed method was 5.15× 10−5 in the case of the number of frames L = 100 and using
kurtosis. From these results, it is found that our proposed method can extract the target
human speech in the short-time frame.

5. Conclusions. For the rotation BSS in a short-time frame, the silent interval of the
human speech detection methods based on the correlation and the kurtosis are proposed.
When there is a silent interval in the frame, the rotation BSS updates the rotation angle.
In a case of the short-time frame without the silent interval, the rotation BSS selects a
rotation angle in the near past frame. From the simulations, it is found that the proposed
method works even in the case of the frame length in 0.01 seconds. Therefore, it can be
expected that the target speech is estimated when the sound source will be moved or the
sound environment will be changed.
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