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Abstract. In this paper, we deal with the filtering problem of data streams. The data
stream is continuously generated, and its size is huge. In order to process and analyze
the data stream in real time, we need to sufficiently remove unnecessary data through
filtering. However, existing filtering algorithms can be applied to a single data format
only, and it is very difficult to apply them to a variety and complex stream environments.
To solve this problem, we propose a filtering system that can choose various filtering
algorithms according to the stream format. The proposed system is based on Esper, which
is a representative open source data stream management system (DSMS) for real-time
filtering support. Using Esper we can filter data streams in real time anywhere, anytime,
based on a Web-based client-server model. Our system supports real-time stream and/or
bulk stream as the input data. In addition, we implement typical filtering algorithms
including query filtering, Bloom filtering, and Bayesian filtering to operate in real time.
Through the real implementation of the proposed filtering system, we show that the user
can extract only meaningful data more accurately and efficiently by exploiting various
filtering algorithms.
Keywords: Data stream processing, Esper, DSMS, Real-time purification, Filtering

1. Introduction. In this paper, we deal with the real-time filtering problem of data
streams. Filtering is a way of removing unwanted data, such as spam mails. Since the
data stream is generated in real time, we need to sufficiently remove unnecessary data for
analyzing it very fast. However, most existing filtering algorithms work well for a specific
type of data [11,12]. Therefore, it is hard to accurately filter unnecessary data using a
single filtering algorithm for various types of data stream or mixed stream environments
[1]. To solve this problem, we propose a filtering system that can choose a filtering
algorithm based on the data stream format and the analysis purpose.

Data processing is divided into batch processing and real-time processing. Batch pro-
cessing is a method of analyzing already stored data, and real-time processing is a method
of real-time analyzing input data in main memory. In general, the data stream is gener-
ated in real time and is large in size, and thus, it is difficult to store them in a database
for the analytical purpose. To analyze the data stream in real time, we can use an in-
memory based data stream management system (DSMS) [2]. Esper [3] is a representative
open source DSMS for real-time processing of data streams. It supports event processing
language (EPL) [4], which is similar to SQL and capable of complex stream processing.
However, Esper only provides EPL-based query filtering for stream filtering, and it does
not support various existing filtering algorithms. Therefore, in this paper, we propose an
Esper-based real-time filtering system applying various filtering algorithms to Esper for
efficient processing of real-time data streams.

The proposed system is designed and implemented based on the client-server model.
The operation procedures are as follows. The client passes the user selected data stream,
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filtering algorithm, and filter conditions to the server. Then it displays real-time filtering
results from the server. The server constructs a filter model and a filtering algorithm
based on the information received from the client and applies it to Esper to filtering the
data stream in real time. The server then returns the filtering results to the client in real
time.

2. Related Work. Filtering [5] is a purification method that removes unwanted data
from the input data for the purpose of improving the quality and reliability of the data.
Filtering algorithms can be divided into supervised learning-based filtering and unsuper-
vised learning-based filtering. Supervised learning-based filtering is an intelligent method
of purifying the input data by learning the filter model before filtering. Representative
algorithms for this method are Bayesian filtering [6,13], content-based filtering [1,14], and
Kalman filtering [6,15]. On the other hand, unsupervised learning-based filtering is a pu-
rification method that does not require an additional learning procedure for the filtering.
Typical algorithms for this method include hash filtering [1,16], query filtering [7,17], and
Bloom filtering [1,18]. In this paper, we implement the proposed system using three filter-
ing algorithms: Bayesian filtering with supervised learning-based filtering, Bloom filtering
and query filtering with unsupervised learning-based filtering. We choose these filtering
algorithms since they are easily applicable to the data stream environment and are most
commonly used in many fields such as classification and detection search.

Esper is a representative open source DSMS for the analysis of complex event processing
(CEP) [8] and event series. CEP is an in-memory technology for real-time processing of
a large-capacity stream generated from various data sources. Figure 1 shows the detailed
structure of Esper. As shown in the figure, Esper consists of input adapters, a CEP
engine, and output adapters. For the detailed description of Esper, readers are referred
to [3].

Figure 1. Overall working structure of Esper

As a specific language to the stream domain, Esper supports EPL for query processing
and execution. EPL is a query language like SQL that has SELECT, FROM, WHERE,
and HAVING clauses. Likewise, Esper is not only capable of real-time processing of the
data stream, but also easy for the user to use. Therefore, in this paper, we propose a
useful system that applies various filtering algorithms to Esper and selectively provides
filtering algorithms according to data characteristics and analytical purpose.

3. Esper-based Real-time Filtering System. The Esper-based filtering system pro-
posed in this paper is based on a client-server model as shown in Figure 2. The client-server
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model is a network-based architecture widely used by many analysis and management sys-
tems. Also, it is easy to maintain and allows multiple users to use the same system at
the same time. In this paper, we implement the client as a Web-based system so that
users can exploit the filtering system anytime and anywhere through the Web browser.
The working procedure of the client and the server is as follows. First, the client chooses
the data stream from the user and selects a filtering algorithm suitable for the data for-
mat and analytical purpose. Then, the client receives the filter conditions to be used for
filtering and sends it to the server (À). Next, the server generates the data stream, the
filter model, and the filtering algorithm using the received filter conditions and applies it
to Esper (Á). After then, the server filters the data stream in real time (Â). Finally, the
server sends the filtered result back to the client in real time, and the client visualizes the
filtering result to the user in real time and stores them as a file (Ã).

Figure 2. The overall architecture of the Esper-based real-time filtering system

Figure 3 shows the detailed working procedure of the client-side in our filtering system.
As shown in the figure, the client consists of five modules: data source input, algorithm
selection, condition input, communication, and output modules. The detailed functions
of each module are as follows. Data source input module receives the data stream to
be filtered, where the proposed system supports real-time and bulk data streams. The
real-time data stream inputs source information in which data is generated, and the bulk
data stream directly inputs a file stored in the disk. The input data is filtered by the al-
gorithm selected by the user through the algorithm selection module. The algorithms
supported by the proposed system are query filtering, Bloom filtering, and Bayesian fil-
tering. Filling condition input module receives the filter condition for generating the
filter model. If the user uses query filtering, it enters the condition to the EPL WHERE
clause, and if the user uses Bloom filtering, it registers the condition for the Bloom filter.
In the case of Bayesian filtering, unlike the above two filters, the learning data must be
used to generate the filter model. Therefore, the user inputs conditions for generation of
learning data in Bayesian filtering. Communication module serves to exchange data
with the server. In particular, it uses HTTP and Web socket communication [9] to trans-
mit data streams, filtering algorithms, and filter conditions from the user to the server,
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Figure 3. The client-side working procedure of the proposed system

Figure 4. The server-side working procedure of the proposed system

and receives the filtering results from the server in real time. Output module visualizes
the filtering results delivered from the server in real time to the user. If the user requests
to save the result, this module stores the filtering results as a file and provides it to the
users.

Figure 4 shows the detailed working procedure of the server in our filtering system.
In this figure, the server consists of five modules: communication, data stream construc-
tion, filter model creation, EPL creation, and real-time filtering modules. The detailed
functions of each module are as follows. Communication module exchanges data with
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the client and is the same as the communication module of the client. Data stream
construction module constructs a data stream from a data source or a file. When
the data stream received from the client is a data source, the data stream is constructed
from the source in real time. If the data stream received from the client is a file, this
module converts the file directly into a data stream. Filter model creation module
builds a learning model for Bloom and Bayesian filters. This module receives the filtering
conditions from the client and creates a model for each filtering algorithm based on the
conditions. The results of each learning model are reflected in the conditions of Bloom
and Bayesian filters. EPL creation module generates each algorithm in an EPL form
based on user input conditions and learning results of the filter model. The generated
EPL type algorithms filter the input data stream in real time on the Esper’s CEP engine-
based real-time filtering module. The result of filtering is delivered to the client in
real time via the communication module.

4. System Implementation and Evaluation. The implementation environment of
the proposed Esper-based real-time filtering system is as follows. To implement both
client and server, we adopt Java and Apache Tomcat 7.0 using the Eclipse Java EE IDE
for Web Developers on the Windows 8 operating system. As the real-time input stream,
we use Twitter data called “tweet” from the Twitter API [10]. Bulk stream uses 30,000
pre-collected tweets. Figure 5 shows an example of the tweets used in the experiment.
You can see that a tweet consists of five schemes: user name, user ID, creation date,
language, and content.

Figure 6 shows the main screenshot of the proposed real-time filtering system. As
shown in the figure, the part a⃝ is a data stream selection button, which is to select a
real-time stream or a bulk stream. The part b⃝ is for selecting an algorithm to be used
for filtering, which is to select one of Bloom, query, and Bayesian filtering. The part c⃝
is to input filtering conditions.

Figures 7(a) and 7(b) show the results of query filtering and Bloom filtering, respec-
tively, using a real-time tweet stream. In these figures, the part c⃝ confirms the filtering
result in real time, and the part a⃝ stores the filtered result into a file. Also, the part b⃝

{ “UserName”: “knu”, “UserID”: 3157128440, “CreatedAt”: “Wed Feb 10 15:50:45
KST 2017”, “Lang”: “ko”, “Text”: “@Doc Ruby bot Hello, this is Kangwon Na-
tional University.” }

Figure 5. An example of the collected tweets

Figure 6. The main screenshot of the proposed system
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(a) Results of query filtering (b) Results of Bloom filtering

Figure 7. The results of supervised filtering algorithms

(a) Screenshot of selecting learning data (b) Results of Bayesian filtering

Figure 8. Bayesian filtering’s learning step and filtering results

returns to the initial screen of the client. In query filtering of Figure 7(a), we use “lan-
guage != en” as the filtering condition. In other words, we filter all non-English tweets.
The results of Figure 7 show that the language of the filtered tweets is all only English.

Figure 7(b) shows the Bloom filtering results using a real-time tweet stream. In the
Bloom filter experiment, the filtering condition is “language = en”. In addition, contrary
to query filtering, it uses filtered data as results. This means that we do not want to filter
tweets in English but extract it as a result. As shown in Figure 7(b), we can see that only
the English tweets appears in the same way as the query filtering results in Figure 7(a).

Figure 8(a) shows a screenshot of selecting learning data in Bayesian filtering. In the
Bayesian filtering experiment, we use bulk tweets and use “language = en” as a condition
for selection of learning data. As you can see from the figure, we use that only English
tweets are shown as training data according to the condition. The user classifies these
learning data into the data to be filtered and to be extracted. That is, the user selects the
data to be filtered in the check box of the part a⃝, which will be used as the learning data,
and the client transmits the selected data to the server. The server learns the filter model
from the received learning data. In the experiment, we check the tweets with ‘man’ as
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filtering data as shown in Figure 8(a). Figure 8(b) shows the results of Bayesian filtering
with the filter model generated from Figure 8(a). However, the figure shows that both
the tweets with the ‘man’ and the tweets without it are filtered out. This is because the
performance of the Bayesian filter model is greatly influenced by the number of learning
data. In this experiment, only a small amount of learning data was used, and the filtering
was not performed effectively. For the more accurate filtering, we need to use a large
amount of learning data.

5. Conclusions. In this paper, we proposed and implemented a real-time filtering system
for data streams based on Esper. Since the data stream is generated in real time, we need
to filter out unnecessary data very fast and very efficiently. However, existing filtering
algorithms can filter only a specific type of data, and it is difficult to process various
complicated data streams. To solve this problem, we propose a new filtering system which
can select a suitable filtering algorithm for the stream format. We also implement the
system based on Esper which can process the data stream in real time. Through the real
implementation of the proposed filtering system we show that the user can extract only
meaningful data more accurately and efficiently by exploiting various filtering algorithms.
As the future work, we will apply the proposed real-time filtering system to Storm for the
distributed processing of filtering functions.
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