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Abstract. In this paper we study the facial expression recognition using both low level
visual features and high level semantic rules. First, the facial landmark points are lo-
calized by Active Shape Model. The key expression regions are then extracted. Second,
the Local Binary Pattern features are extracted and a deep neural network is trained
by Restricted Boltzmann Machine. Third, the output of the neural network is used for
semantic inference, and fuzzy inference system is adopted to implement the high level
decision system. Finally, experiments are carried out on the Japanese Female Facial
Expression Database. Results show that the proposed system constantly provides higher
recognition rates over two traditional methods.
Keywords: Expression recognition, Deep learning, Semantic inference

1. Introduction. Affective Computing (AC) is an important research field in Artificial
Intelligence (AI). The motivation of AC is to enable computers to understand human
emotions and behaviours at a high level [1, 2, 3]. Facial Expression Recognition (FER),
as a sub-field of AC, has drawn many researchers from various backgrounds. It is an
interdisciplinary field that involves computer science, electronic engineering, psychology
and philosophy.

Traditional expression recognition studies focused on several discrete emotion classes,
such as happiness, sadness, and anger. These basic emotion types played an important
role in the initial studies [4, 5, 6]. The universal behaviour cues can be revealed in these
basic emotions.

With the development of machine learning techniques and psychology theories, the
continuous emotion recognition problem has been paid more and more attentions to.
Arousal-Valence (AV) dimensional model is one of the most popular emotion models.
Unlike the discrete emotion types, the AV space allows us to analyse any type of emotions
in a continuous space.

There are many attempts of recognizing emotional dimensions in facial expressions
[7, 8]. Most of them follow a bottom-up approach that only considers the texture and local
features of facial images. The semantic information of facial expressions is overlooked.
Few studies have considered the semantic meanings of facial Action Units (AU). The
relative movement of facial components, such as eyebrow movement, nose movement, and
mouth movement, are not modelled at a semantic level.

In this paper, we propose to use a two-stage approach to model the facial expressions.
We use DBN to model the local facial features and we use semantic inference rules to
model the high level facial action units. The system flowchart is shown in Figure 1. The
advantages of our work are two-fold: i) the deep network is very effective in modelling
the local variance and provides a strong generalization ability; ii) the inference rules are
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Figure 1. System flowchart of the proposed two-stage approach

independent to the local image features and enable our system to support any type of
emotions.

The rest of the paper is organized as follows: Section 2 gives the landmark detection
method; Section 3 provides the Local Binary Patten (LBP) feature analysis and Deep Be-
lief Network (DBN) model; Section 4 gives the inference rules for high level decision in the
AV dimension space; experimental results are given in Section 5; finally, the conclusions
are drawn in Section 6.

2. Key Facial Expression Region. Facial landmark localization [9] is the first step to
process facial images in our system. Active Shape Model (ASM) [10, 11, 12] is adopted
to detect the key points in a face, such as eye corners, tip of nose and mouth corners.

Active shape models are statistical models that iteratively deform themselves to fit
the shape of objects. It was proposed by T. Cootes et al. [10], and the shape model
was defined as a point distribution model. ASM consists of the following two steps: i)
generate a shape by searching for a better position in the neighbouring area; ii) conform
the new shape to the point distribution model which is a pre-learned probabilistic model.

Each facial landmark is a node on the shape, and the ith shape in the ASM model can
be represented as [11]:

xi = (xi,0, yi,0, xi,1, yi,1, . . . , xi,n−1, yi,n−1)
T (1)

Define the similarity of two shapes of facial landmarks as the energy function:

Ej = (x − M (sj, θj) [xj] − tj)
T W (xi − M (sj, θj) [xj] − tj) (2)

where M is the rotation operation defined by angle θ and scaling s. W is the weight. tj

is the translation mapping x onto M (sj, θj) [xj]. By optimizing the energy function, we
can locate the facial landmarks.

After we localize the landmarks, we can extract key expression regions by three bound-
ing boxes: eyebrow region, nose region and mouth region, as shown in Figure 2. These
three regions are closely related to facial expressions. The semantic meanings of the
movement of the facial components are based on the three bounding boxes.
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Figure 2. A depiction of key facial expression regions

Figure 3. Flowchart of the neural network classification of arousal-valence
levels of key expression regions

3. Feature Extraction and Modelling. The extracted facial expression regions are
further analysed by LBP features and DBN for the arousal and valence levels. The facial
image is labelled by different valence levels and arousal levels according to the expression
categories. The arousal dimension is divided into four scales a1, a2, a3, a4, and the valence
dimension is also divided into four scales, a1, a2, a3, a4. Therefore, the low level feature
process can be solved by classification in AV dimensional space.

Local binary pattern is an effective feature for vision related classifications. LBP is the
particular case of the Texture Spectrum Model. It is created by the following steps [13].

Step 1) Divide the expression regions into smaller rectangles.
Step 2) Compare the neighbouring eight pixels around each pixel in a rectangle.
Step 3) When the center pixel value is larger, set the feature value to zero; otherwise,

one. This provides the simple binary property.
Step 4) Compute histogram of the binary values.
Step 5) Concatenate and normalise the histogram values.
LBP feature is then used to form high level representations through deep neural net-

works. The Restricted Boltzmann Machine (RBM) is used to initialize the neural network,
and the multi-layer neural network is used to classify the arousal-valence labels of each
expression region, as shown in Figure 3.

Deep Belief Network consists of multiple RBMs [14]. The structure of RBM is shown
in Figure 4. RBM is a typical neural network. Its visible layer s and hidden layer h are
connected and the nodes in the same layer are not connected. Therefore, all the hidden
nodes are conditionally independent to each other.

p (h|v) = p (h1|v) . . . p (hn|v) (3)

The training process of DBN involves two steps [14], the pre-training and the fine-
tuning. In the pre-training, the energy function between the visible layer and the hidden
layer is represented as:

E (s, h) = −
S∑

i=1

H∑
j=1

wijsihi −
S∑

i=1

bisi −
H∑

j=1

ajhj (4)

where w is the weight and a, b are the offsets.
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Figure 4. A depiction of the RBM structure

In the fine-tuning process the Back Propagation (BP) algorithm is adopted for mini-
mizing the classification error.

4. Semantic Inference. Six expression types are considered in the semantic inference,
namely anger, joy, sadness, surprise, disgust and fear. However, the supported expression
types are not limited to these basic emotions. The semantic vector f is constructed from
the three expression regions, as shown in Equation (5). The DBN outputs the arousal-
valence levels a and v of the expression regions.

f = [a1, s1, a2, s2, a3, s3] (5)

where a1 and s1 are related to eyebrow region, a2 and s2 are related to nose region, a3 and
s3 are related to mouth region. The expression type can be inferred from the semantic
vector f , using the rules shown in Table 1.

Table 1. Arousal and valence scales of expression regions under various emotions

Emotions a1 s1 a2 s2 a3 s3

Anger 2 −2 2 −2 2 −2
Joy 1 1 1 1 1 1

Sadness −1 −1 −1 −1 −1 −1
Surprise 2 0 2 0 2 0
Disgust 0 −2 0 −2 0 −2

Fear 1 −1 1 −1 1 −1
Neutrality 0 0 0 0 0 0

Since the facial expression is influenced by individual personality, culture and context
situations, the semantic inference rules need to be further adapted. When the AV dimen-
sions of one expression region are inconsistent with the others, we use fuzzy inference to
correct the error.

Let A be the fuzzy set, and the membership function is defined as:

µA (x) = 1 − |x − x∗|
δ

ϵ (δ − |x − x∗|) (6)

where ϵ (x) is the step function, x is the arousal or valence scale, x∗ is the mean value under
a specific emotion type, parameter δ is set empirically. The fuzzy inference rules can be
changed according to different target emotions. In this paper we adopt the Takagi-Sugeno
(TS) implementation which is a non-linear model and time variant model. Based on TS
model we implement an accurate inference model consisting of a set of IF-THEN fuzzy
rules. The fuzzy rules are converted from the facial actions under different expressions.
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5. Experimental Result. The Japanese Female Facial Expression Database (JAFFE)
[15] is used to verify our expression recognition system. Ten-fold cross validation is
adopted. The dataset is divided into ten parts randomly, and the training to testing
ration is set to 9. Ten percent of the facial images are used for testing and ninety percent
of the facial images are used for training. The averaged recognition rate is used to evalu-
ate the performance of the facial expression system. Examples of the expression data are
shown in Figure 5.

Figure 5. Facial expression images used in the experiment

In order to compare the results, we adopt two traditional methods. The first method
uses LBP feature and Support Vector Machine (SVM) which is widely applied in machine
learning applications. The second method uses LBP features and DBN classifier, which
involves deep neural network.

As shown in Table 2, we can see that the proposed system constantly provides higher
recognition rates over the two traditional methods, “LBP + SVM” and “LBP + DBN”.
The proposed algorithm makes use of the semantic rules, and is more robust to random
influences in local visual features. The SVM method may be superior under small sample
size, but the extendibility is not guaranteed. The DBN method alone can bring good
performance; however, it is still affected by the rotations and the landmark detection
errors.

Table 2. Comparison of expression recognition results using three methods

Algorithms anger joy sadness surprise disgust fear neutrality
LBP + SVM 93.2% 88.4% 78.6% 79.8% 80.3% 88.2% 75.7%
LBP + DBN 96.1% 90.2% 81.9% 85.8% 82.1% 91.0% 77.5%

Proposed algorithm 97.1% 92.3% 88.3% 89.1% 85.4% 92.3% 81.5%

6. Conclusions. In this paper semantic-based inference algorithm is used to adapt the
output of low-level visual features for automatic facial expression recognition. The vari-
ances in local visual features are handled by DBN, and the learning procedure relies on
the successful initialization by Restricted Boltzmann Machine. The output of each key
expression region indicates the arousal and valence levels, and the fuzzy rules applied on
these AV levels are based on psychology theories which can be extended to any type of
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emotions. Recognition results have shown a promising performance compared with an-
other two traditional methods. In the future work, our emotion model may be extended
to the control dimension and we will further improve the recognition performance.
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