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#### Abstract

Matrix inversion operation is a fundamental building block of many computational tasks in many fields. The operation has been successfully parallelized on Hadoop, while it is challenging to parallelize it on Spark, a more up-to-date parallel computation framework than Hadoop. In this paper, we address this problem by presenting an efficient and scalable parallel algorithm on Spark by splitting the input matrix into independent blocks for parallel LU decomposition and splitting the LU matrices into largely independent blocks for parallel triangular matrix inversion. Experimental results show our algorithm is faster than the previous Hadoop based algorithm with sufficient scalability. Keywords: Matrix inversion, Spark, Linear algebra, MapReduce


1. Introduction. Matrix inversion operation is a fundamental building block for many computational tasks in various fields such as image processing, wireless communication, and computer graphics. Basically, matrix inversion is used in these applications to solve linear equations: given an equation $A x=B$, where $A$ is a square matrix of order $n, x$ and $B$ are both vectors with $n$ elements, $x$ could be computed with $x=A^{-1} B$.

The inverse of a matrix can be computed using many methods, such as LU decomposition [1], QR decomposition [2], SVD decomposition [3] and Gauss-Jordan elimination [4]. The matrices processed are usually very large and become even larger in the current big data period. Therefore, how to parallelize the matrix inversion operation has become an important research topic.

To parallelize the matrix inversion operation, two things should be decided: (1) what matrix inversion method to parallelize, and (2) what programming framework to use. For the first thing, Xiang et al. [5] explained that using the LU decomposition method for matrix inversion is advantageous in parallelization over other methods. For the second thing, currently, Hadoop is the most widely used programming framework for parallel computation, while Spark is a much newer framework for this task. The major difference between Spark and Hadoop is that Spark provides in-memory primitives while Hadoop needs a large amount of disk operations, so Spark could be tremendously faster than Hadoop. Another difference between Spark and Hadoop is the fault tolerance policy. Spark's Resilient Distributed Dataset (RDD) model could rebuild lost data for fault tolerance without the need to replicate data as Hadoop. MLlib [6] and SystemML [7] are machine learning libraries for Spark and Hadoop, respectively. Although they had implemented various parallel matrix operations on Spark and Hadoop, none includes matrix inversion or LU decomposition. Sparkler [8] is an extension of Spark to support the decomposition of large size but low rank matrices. Therefore, it is important to parallelize matrix inversion with LU decomposition on Spark.

In this paper, we design the Spark based parallel matrix inversion algorithm by reducing the input matrix into a set of independent blocks which can be fit into memory and iteratively processing the blocks. In each iteration, the block is processed in parallel. Note
that if the primitives of Spark could be further enriched to allow more user control upon the data processing, our algorithm can be easily extended to support parallel computation among blocks, since the blocks are independent. Therefore, our algorithm and this paper would thus be a pioneer before the enrichment of the Spark primitives. More specifically, the algorithm has three steps: (1) decompose the input matrix into two triangular matrices first, (2) invert the two triangular matrices, and (3) compute the inverse of the input matrix with the two inverted triangular matrices. In the first two steps, independent blocks no larger than the memory size are obtained and processed one by one.

We organize the rest of this paper as follows. In Section 2, we present some basic matrix knowledge. In Section 3, we introduce the parallel matrix inversion algorithm on Spark. In Section 4, we will describe how to tune the performance on Spark. In Section 5, we present the experimental results. The conclusion is discussed in Section 6.
2. Preliminaries. A square matrix is the matrix which has the same number of rows and columns. The order of a square matrix is the number of rows or columns. The inverse of a square matrix $A$ of order $n$ is another matrix $B$ such that $A B=B A=I$, where matrix $I$ is the $n \times n$ identity matrix. A matrix $A$ is invertible if and only if $A$ is non-singular, that is, $A$ is of full rank $n$. The element of matrix $A$ in the $i$ th row and $j$ th column is denoted as $A_{i j}$. Below are the main idea about how to invert a matrix with LU decomposition.

The LU decomposition method [1] factors a matrix $A$ into two triangular matrices by $A=L U$, where $L$ is a lower triangular matrix, and $U$ is an upper triangular matrix. After the LU decomposition, the inverse of $A$ can be computed as $A^{-1}=U^{-1} L^{-1}$. Therefore, the problem of computing the inverse of $A$ can be reduced to computing the inverses of the triangular matrices $L$ and $U$.

The LU decomposition algorithm can be found in many references, so we will not give more introduction. Equation (1) shows how to invert a lower triangular matrix. Because $\left(A^{T}\right)^{-1}=\left(A^{-1}\right)^{T}$, an upper matrix can be transposed to a lower triangular matrix to compute its inverse.

$$
\left[A^{-1}\right]_{i j}= \begin{cases}0 & \text { for } i<j  \tag{1}\\ \frac{1}{[A]_{i i}} \frac{\text { for } i}{} i=j \\ -\frac{1}{[A]_{j i}} \sum_{k=j}^{i-1}[A]_{i k}\left[A^{-1}\right]_{k j} & \text { for } i>j\end{cases}
$$

3. Parallel Matrix Inversion. The algorithm to invert a matrix on Spark in parallel has three steps: (1) LU decomposes the input matrix into a lower triangular matrix and an upper triangular matrix, (2) inverts the two triangular matrices, and (3) computes the inverse of the input matrix with the two inverted triangular matrices. Each step can be parallelized, and are discussed below.
3.1. Parallel LU decomposition. As discussed above, we need to split the input matrix into blocks for LU decomposition, Equation (2) and subgraph (a) in Figure 1 illustrate the blocking strategy. The input matrix is split into 4 matrices: $A_{11}, A_{12}, A_{21}$ and $A_{22}$ of orders $r \times r, r \times(n-r),(n-r) \times r$, and $(n-r) \times(n-r)$, respectively, where $n$ is the order of the input matrix and $r \ll n$. Accordingly, each of the two output matrices are also composed of 3 blocks: $L_{11}, L_{21}$ and $L_{22}$ of orders $r \times r,(n-r) \times r$ and $(n-r) \times(n-r)$, respectively for the lower triangular matrix, and $U_{11}, U_{12}$ and $U_{22}$ of orders $r \times r, r \times(n-r)$ and $(n-r) \times(n-r)$, respectively for the upper triangular matrix. The relationships between the blocks in the input matrix and the blocks in the output matrix are given in Equation (3). Therefore, $L_{11}, L_{21}, L_{22}, U_{11}, U_{12}$ and $U_{22}$ can be computed as below.

$$
\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{2}\\
A_{21} & A_{22}
\end{array}\right]=\left[\begin{array}{ll}
L_{11} & \\
L_{21} & L_{22}
\end{array}\right]\left[\begin{array}{ll}
U_{11} & U_{12} \\
& U_{22}
\end{array}\right]
$$

$$
\left\{\begin{array}{l}
A_{11}=L_{11} U_{11}  \tag{3}\\
A_{12}=L_{11} U_{12} \\
A_{21}=L_{21} U_{11} \\
A_{22}=L_{21} U_{12}+L_{22} U_{22}
\end{array}\right.
$$

- $L_{11}$ and $U_{11}$ : Since $r \ll n, A_{11}$ can be loaded into memory and $L_{11}$ and $U_{11}$ can be computed directly with LU decomposition algorithm on single node.
- $L_{21}$ and $U_{12}$ : Given $L_{11}$ and $U_{11}, L_{21}$ and $U_{12}$ can be computed with Equation (4). Since the rows of $L_{21}$ are independent upon each other according to the equation, the computation of $L_{21}$ can be parallelized on Spark. Similarly, since the columns of $U_{12}$ are also independent upon each other, the computation of $U_{12}$ can also be parallelized.

$$
\left\{\begin{array}{l}
{\left[L_{21}\right]_{i j}=\frac{1}{\left[U_{11}\right]_{i i}}\left(\left[A_{21}\right]_{i j}-\sum_{k=1}^{i-1}\left[L_{21}\right]_{i k}\left[U_{11}\right]_{k j}\right)}  \tag{4}\\
{\left[U_{12}\right]_{i j}=\frac{1}{\left[L_{11}\right]_{i i}}\left(\left[A_{12}\right]_{i j}-\sum_{k=1}^{i-1}\left[L_{11}\right]_{i k}\left[U_{12}\right]_{k j}\right)}
\end{array}\right.
$$

- $L_{22}$ and $U_{22}: A_{22}$ is split recursively into 4 matrices $A_{11}^{\prime}, A_{12}^{\prime}, A_{21}^{\prime}$ and $A_{22}^{\prime}$ and decomposed as discussed above. When $A_{22}^{k}$ in the $k$ th recursion is small enough to fit into memory, $L_{22}^{k}$ and $U_{22}^{k}$ are computed from $A_{22}^{k}-L_{21} U_{12}$ as discussed in Section 2. Subgraph (b) in Figure 1 shows the steps about the recursion.


Figure 1. Block method for LU decomposition
Algorithm 1 gives the pseudo code for the parallel LU decomposition.

```
Algorithm 1 Parallel LU decomposition
    function ParaLUDecom \((A)\)
        if order of \(A<2 K\) then
            LUDecomposition \((A)\)
        else
            split matrix into \(A_{11}, A_{12}, A_{21}, A_{22}\)
            \(L_{11}\) and \(U_{11}=\operatorname{LUDecomposition}\left(A_{11}\right)\)
            \(L_{21}=\) parallel process \(A_{21}\) and \(L_{11}\) with Equation (4)
            \(U_{12}=\) parallel process \(A_{12}\) and \(U_{11}\) with Equation (4)
            \(L_{22}\) and \(U_{22}=\operatorname{ParaLUDecom}\left(A_{22}-L_{21} U_{12}\right)\)
            \(L=\) combine \(L_{11}, L_{21}\) and \(L_{22}\)
            \(U=\) combine \(U_{11}, U_{12}\) and \(U_{22}\)
        end if
    end function
```

3.2. Parallel triangular matrix inversion. As discussed in Section 2, the inverse of the upper triangular matrix $U$ can be computed with its transposed lower triangular matrix $U^{T}$, so here we only discuss how to compute the inverse of the lower triangular matrix $L$. Equation (5) and subgraph (a) in Figure 2 illustrate the blocking strategy for $L$ : it is split into 3 matrices $L_{11}, L_{21}$ and $L_{22}$ of orders $r \times r,(n-r) \times r$ and $(n-r) \times(n-r)$, respectively. Its inverse is also a lower triangular matrix with three matrices $B_{11}, B_{21}$ and $B_{22}$ of orders $r \times r,(n-r) \times r$ and $(n-r) \times(n-r)$, respectively. Among these matrices, $L_{11}, L_{22}, B_{11}$ and $B_{22}$ are all lower triangular matrices. Equation (6) gives the relationships between these matrices, where $I$ is the identity matrix of order $n$. Therefore, $B_{11}, B_{21}$ and $B_{22}$ can be computed as below.

$$
\begin{gather*}
{\left[\begin{array}{ll}
L_{11} & \\
L_{21} & L_{22}
\end{array}\right]\left[\begin{array}{ll}
B_{11} & \\
B_{21} & B_{22}
\end{array}\right]=I}  \tag{5}\\
\left\{\begin{array}{l}
L_{11} B_{11}=I \\
L_{21} B_{11}+L_{22} B_{21}=0 \\
L_{22} B_{22}=I
\end{array}\right. \tag{6}
\end{gather*}
$$

- $B_{11}$ : Since the order of $L_{11}$ is small enough, $B_{11}$ can be computed directly as discussed in Section 2.
- $B_{21}$ : The computation of $B_{21}$ is dependent on $L_{22}^{-1}=B_{22}$. Given $B_{22}$, as well as $L_{21}$ and $B_{11}$, it can be computed with Equation (7). Since the computation of $B_{21}$ requires only multiplications, it can be easily parallelized on Spark.

$$
\begin{equation*}
B_{21}=B_{22}\left(-L_{21} B_{11}\right) \tag{7}
\end{equation*}
$$

- $B_{22}$ : Since the order of $L_{22}$ is large, it has to be computed recursively similar to Section 3. $L_{22}$ is recursively split into 3 matrices $L_{11}^{\prime}, L_{21}^{\prime}$ and $L_{22}^{\prime}$. When $L_{22}^{k}$ in the $k^{\text {th }}$ recursion is small enough to fit into memory, $B_{11}^{k}$ and $B_{21}^{k}$ can be computed as discussed above. In this way, $B_{22}^{k-1}, B_{22}^{k-2}, \ldots$ and $B_{22}$ can be computed one by one. Subgraph (b) in Figure 2 shows the steps about the recursion.


Figure 2. Block method for triangular matrix inversion.
Algorithm 2 gives the pseudo code for the parallel lower triangular matrix inversion.
4. Performance Tuning. We do the following optimizations on Spark to tune the performance of our algorithm in its implementation stage.

- Keep intermediate data in memory. As discussed in Section 3, the computation of $L_{21}, U_{12}$ and $B_{21}$ require $L_{11}, U_{11}$ and $B_{11}$, respectively, so we keep them in memory rather than writing to disk for further computation.
- Serialize data. After the blocks of the input matrix are all computed, we need to shuffle and combine them. In order to reduce the network load for this operation, we serialize the data to reduce the data size. Though it takes some time for data serialization and deserialization, the total computation time can be reduced. The
framework kryo [10] is used for serialization rather than Spark's built-in serializer due to its better performance.
- Tune parallelization scale. The parallelization scale is a key factor affecting our algorithm's runtime. In order to fit the number of computing nodes and achieve a suitable parallelization scale, we set a relatively small number of partitions in the beginning and let Spark dynamically increase the number. Before we trigger the shuffle event, we redistribute the RDD to have fewer partitions.

```
Algorithm 2 Parallel triangular matrix inversion
    function ParaInvertTrian \((L)\)
        if order of \(L<2000\) then
            invert \(L\) with Equation (1)
        else
            split \(L\) into \(L_{11}, L_{21}, L_{22}\)
            \(B_{11}=\) invert \(L_{11}\) with Equation (1)
            \(B_{22}=\) ParaInvertTrian \(\left(L_{22}\right)\)
            \(B_{21}=\) parallel process \(B_{22}, L_{21}\) and \(B_{11}\) with Equation (7)
            \(B=\) combine \(B_{11}, B_{21}\) and \(B_{22}\)
        end if
    end function
```

5. Experimental Results. In the experiments, we investigated the scalability of our algorithm on Spark in cluster mode with multiple computing nodes, we also compared our algorithm to the matrix inversion algorithm on Hadoop as discussed in [5]. The computer we used had 4 nodes with 8 cores of 2 GHz and 8 GB memory in each node. The version of Spark was 1.3.1 with Scala 2.11.7. The version of Hadoop was 2.4.1 with Java 1.7. For the test with Spark, three matrices were used for orders 20K, 30K and 40K respectively.
5.1. Scalability of cluster mode. First test was Spark's cluster mode with the YARN [11] cluster manager. In this mode, Spark runs the tasks with multiple computing nodes from 1 to 4 . YARN was chosen among a variety of cluster managers (e.g., Mesos [12] and Spark's cluster manager itself), because of its stronger support in task scheduling. Subgraph (a) in Figure 3 shows the test results: blue, red and black lines represent the runtime for matrices of orders $20 \mathrm{~K}, 30 \mathrm{~K}$ and 40 K , respectively. The runtime of our algorithm generally decreases in linear with the increment of computing nodes, though it is not as linear as in local mode due to the overhead of data transfers between nodes. In general, our algorithm is scalable in cluster mode with various data sizes.


Figure 3. Test results in cluster mode
5.2. Comparison with existing method. Since there has been no other matrix inversion algorithm implemented on Spark, we compared our algorithm to the matrix inversion algorithm on Hadoop [5]. Both were run in cluster mode with YARN on 1 to 4 nodes. For each test, the ratio of the runtime with our algorithm and with [5] was calculated and subgraph (b) in Figure 3 shows the results. In general, all the ratios for different tests are below 1 with the average 0.75 , meaning that our algorithm is faster. The reason for our algorithm's fast speed comes from both our algorithm's parallelization and Spark's in-memory operations.
6. Conclusion and Future Work. In this paper we present a scalable matrix inversion algorithm on Spark. The algorithm is composed of three steps: block LU decomposition, block triangular matrix inversion and computing the inverse of the input matrix with the two inverted triangular matrices. Our experimental evaluation shows that our algorithm has good scalability and performance. One promising future work is to improve the LU decomposition step by adding parallelization among blocks and reducing the communication between each block.
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