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ABSTRACT. In order to accelerate the fractal decoding process, a fast fractal decoding
method is proposed in this paper. By analyzing the transformation coefficients in the
fractal encoding process, we propose a measure that can indicate how easily one range
block can be reconstructed. Based on the measure proposed, the decoding order of range
blocks will be adjusted and range blocks decoded ahead will help to reconstruct the following
ones. Simulations show that the proposed method can shorten the fractal decoding process
effectively.
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1. Introduction. With the rapid development of multimedia technology, searching for
new efficient image compression technology becomes very necessary. Due to the advan-
tages of novel idea, potential high compression ratio, resolution independence and fast de-
coding, fractal image coding becomes a very competitive candidate and many researchers
worldwide pay their attention to it [1,2].

In order to complete the fractal encoding process in a short time, many researchers
proposed their fast fractal encoding methods [3-6]. Correspondingly, other researchers
focused their attention on the fractal decoding process. One effective way to accelerate
the decoding process is to select an initial image which can approximate the input image as
much as possible. Therefore, instead of the conventional blank image, the range-averaged
image, the collage image and the fitting surface image are gradually proposed [7-10].
The other way is to improve the iterating strategy [11-13]. In the conventional fractal
decoding process, two buffers are used and the same transformations as the encoding
process are mapped from one to the other. One Buffer Decoding (O.B.D) only uses one
buffer and maps the transformations to itself. The range blocks established ahead will help
to reconstruct the following ones. Thus, the decoding process can be shortened greatly.
In our research, by analyzing the characteristics of transformation coefficients, we find
that some range blocks can be reconstructed more easily than the other ones. Based on
detailed analyses, a measure is proposed to determine the decoding sequence. The range
blocks decoded ahead will help to reconstruct the following ones. Simulations show that
compared with the O.B.D method, the proposed method can shorten the decoding process
further.

This paper is organized as follows: The conventional fractal encoding and decoding is
reviewed in Section 2. In Section 3, the proposed method will be described in detail. In
Section 4, the performance of the proposed method will be compared with the O.B.D
method. Finally, the conclusion and future research will be given in Section 5.

2. Conventional Fractal Encoding and Decoding. The aim of fractal image coding
is to construct an iterated function system (IFS) whose fixed point can approximate the
input image well. In the fractal encoding process, the input image is first partitioned into
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range blocks and domain blocks and a domain block pool is established by performing
eight isometric transformations on the domain blocks. For each range block, the best
matched domain block and the corresponding affine transformation coefficients s and o
can be obtained by minimizing the following function:

Error = min |R — sy(¢(D)) — oI |? (1)
where 7(-) and ¢(-) denote the isometric and contracting operations, respectively. Error
is the collage error for the range block R and its best matched domain block D. All the
above transformation coefficients constitute IF'S which will be stored as fractal codes.

At the fractal decoding phase, after selecting an initial image, such as the blank image,
the same transformations as the encoding process are performed on each range block in
each iteration as follows

R = s7(¢(D)) + oI (2)
After about ten iterations, the fractal decoding process will be completed. Generally, in
the fractal decoding process, two buffers are used and the transformations stored in the
fractal codes are mapped from one buffer to the other. Correspondingly, the transforma-
tions in the O.B.D method are mapped to itself and only one buffer is needed. Therefore,
memory is saved and the decoding process can be also accelerated. In this paper, in
order to represent convergence speed conveniently, we first get the decoded image with
the fractal decoding method and the following measure is used to describe the deviation
of each iteration with respect to the decoded image,

M N
. 1 k Decoded .
Measure—MxNZIZI‘mij—yij ,k=1,2,....n (3)
i=1 j=
where M and N denote the height and the width of the input image. y?¢°d¢ and z*
denote the decoded image and the kth iteration, respectively. For the 256 x 256 Lena
image, Figure 1 illustrates the comparison between the conventional fractal decoding
method and the O.B.D method. We can see that the O.B.D method can provide faster

convergence speed.
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F1cURE 1. Comparison between the conventional fractal decoding method
and the O.B.D method
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3. The Proposed Method. In the fractal decoding process, the range blocks will be
recovered one by one with the same transformations as the encoding process. From (2), we
can see that some range blocks can be recovered more easily and they will help to recover
the other ones. Generally, the range blocks having the following two characteristics will
be recovered faster and should be decoded firstly.

1). The range blocks having small coefficient s. As we know, in order to guarantee
the convergence of the fractal decoding, the coefficient s in the encoding process should
be smaller than 1. Small s implies that the variance of the range block is small. There
are more domain blocks that have the possibility to match the range block and the cor-
responding best matched domain block can approximate the range block better. Thus,
small s implies that the range block will be recovered well and this will help to accelerate
the fractal decoding process.

2). The range blocks having large coefficient o. If one range block has a large coefficient
o, this implies that the range block will be changed quickly.

Based on the above analysis, we know that small s and large o will both help to recover
a range block. Thus, we define a measure as follows:

M=o0x(1-s) (4)

From (4), we know that the range block with a large M will have a small s as well as
a large o. Before fractal decoding, if we sort the range blocks by M from the largest
to the smallest and encode them one by one, the range blocks with larger Ms will be
decoded firstly and help to recover the following ones. Thus, the decoding process can be
accelerated.

4. Simulations. In this section, four 256 x 256 images, Bridge, Zelda, Bird and Camera,
and seven 512 x 512 images, Lena, Barb, Boat, Mandrill, Peppers, Sailboat and Zelda, are
used as test images. We will combine the proposed method with the basic fractal coding
method and the methods in [3] and [4], respectively. The procedures are listed as follows.

Step 1: Perform one fractal encoding method on one test image. We can get the fractal
codes.

Step 2: Perform the conventional fractal decoding method on the fractal codes and we
can get the final decoded image.

Step 3: Perform the O.B.D method and the proposed method on the fractal codes,
respectively, and compare each iteration with the decoded image by (3).

For the 256 x 256 Lena image, Figure 2 illustrates the decoding process for the O.B.D
method and the proposed method, respectively. We can clearly observe that the proposed
method can accelerate the fractal decoding process.

Tables 1, 2, and 3 illustrate the performance comparisons between the O.B.D method
and the proposed method, respectively. In each table, with respect to the decoded image,
the deviations of the first five iterations for the above two methods are listed. We can
observe that for either the basic fractal coding method or the fast fractal coding methods

in [3] and [4], the proposed method can always provide smaller deviations in each iteration
than the O.B.D method.

5. Conclusions and Future Work. In order to shorten the fractal decoding process,
an improved fractal decoding method is proposed in this paper. By analyzing the char-
acteristics of transformation coefficients, we adjust the decoding order of range blocks
by the proposed measure in the decoding process. Simulations show that the proposed
method can effectively improve the convergence speed of the decoding process. In future
research, we will continue to explore other useful information that can help to shorten the
fractal decoding process.



FiGURE 2. Comparison between the O.B.D method and the proposed
method. (a) (b) (c¢) (d) First four iterations of the O.B.D method, (e)
(f) (g) (h) First four iterations of the proposed method.

TABLE 1. Comparison between the O.B.D method and the proposed
method for the basic fractal coding method

Iterations
1 2 3 4 5
O.B.D |51.37|21.73| 886 |3.54|1.39
Proposed | 42.63 | 16.89 | 6.72 | 2.66 | 1.05
O.B.D |1785| 5.56 | 1.77 | 0.57 | 0.19
Proposed | 16.98 | 5.24 | 1.65 | 0.51 | 0.16
O.B.D |54.13|19.49 | 6.64 |2.23|0.75
Proposed | 38.69 | 12.87 | 4.35 | 1.48 | 0.50
O.B.D |60.17 | 30.02 | 14.89 | 7.37 | 3.64
Proposed | 47.61 | 22.64 | 11.12 | 5.52 | 2.74
O.B.D |46.26 | 15.79 | 5.40 | 1.86 | 0.64
Proposed | 36.31 | 11.70 | 3.90 | 1.32| 0.45
O.B.D |45.70|18.44| 7.39 | 2.88 | 1.09
Proposed | 38.35 | 14.82 | 5.61 | 2.10 | 0.78
O.B.D |58.74|23.14| 874 |3.27 | 1.21
Proposed | 47.24 | 17.53 | 6.59 | 2.48 | 0.93
O.B.D |61.49|29.82|14.95|7.57 | 3.84
Proposed | 53.18 | 25.64 | 12.76 | 6.42 | 3.24
O.B.D |39.64|13.58 | 4.53 | 1.54 | 0.53
Proposed | 32.02 | 10.42 | 3.49 | 1.19 | 0.41
O.B.D |64.61|29.45|12.41|5.16 | 2.15
Proposed | 53.65 | 22.47 | 9.34 | 3.89 | 1.62
O.B.D |30.98|10.14 | 3.47 | 1.22]0.43
Proposed | 24.50 | 8.10 | 2.81 | 0.98 | 0.34

Test images Methods

Bridge 256x256

Zelda 256 x256

Bird 256x256

Camera 256 x 256

Lena 512x512

Barb 512x512

Boat 512x512

Mandrill 512x512

Peppers 512x512

Sailboat 512x512

Zelda 512x512
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TABLE 2. Comparison between the O.B.D method and the proposed
method for the method in [3]

Iterations
1 2 3 4 5
O.B.D |46.41 | 1887 | 7.43 |2.83]1.05
Proposed | 39.71 | 14.87 | 5.62 | 2.12 | 0.79
O.B.D |16.65| 5.03 | 1.59 | 0.52 | 0.17
Proposed | 13.40 | 3.90 | 1.20 | 0.38 | 0.12
O.B.D |37.84|10.03| 2.71 |0.77 | 0.23
Proposed | 27.89 | 6.98 | 1.90 | 0.55 | 0.17
O.B.D |38.73|12.22| 3.74 | 1.15]0.36
Proposed | 28.43 | 7.95 | 2.34 | 0.71 | 0.22
O.B.D |39.09|12.06 | 3.83 |1.24 | 0.40
Proposed | 31.68 | 9.38 | 2.93 [ 0.93 | 0.30
O.B.D |40.20 | 15.26 | 5.78 | 2.10 | 0.75
Proposed | 35.92 | 12.99 | 4.63 | 1.62 | 0.57
O.B.D |47.53|15.76 | 5.13 | 1.68 | 0.55
Proposed | 38.91 | 11.97 | 3.81 | 1.24 | 0.41
O.B.D |51.99|22.44 | 10.09 | 4.55 | 2.05
Proposed | 48.55 | 21.36 | 9.64 | 4.37 | 1.99
O.B.D |3290| 9.15 | 2.57 [0.74 | 0.22
Proposed | 25.90 | 7.15 | 2.07 | 0.62 | 0.19
O.B.D |48.84|17.48 | 6.04 |2.06 | 0.70
Proposed | 40.50 | 13.62 | 4.60 | 1.56 | 0.53
O.B.D |26.67| 817 | 2.69 [0.90 | 0.30
Proposed | 21.62 | 6.64 | 2.18 [ 0.72 | 0.24

Test images Methods

Bridge 256 %256

Zelda 256 x 256

Bird 256x256

Camera 256 x 256

Lena 512x512

Barb 512x512

Boat 512x512

Mandrill 512x512

Peppers 512x512

Sailboat 512x512

Zelda 512x512

TABLE 3. Comparison between the O.B.D method and the proposed
method for the method in [4]

Iterations
1 2 3 4 5
O.B.D |54.86 | 25.09 | 11.10 | 4.82 | 2.08
Proposed | 46.35 | 19.62 | 8.36 | 3.56 | 1.52
O.BD |1986| 6.65 | 2.24 | 0.76 | 0.26
Proposed | 15.98 | 5.06 | 1.66 | 0.55 | 0.18
O.B.D |40.76 | 11.46 | 3.18 | 0.91 | 0.27
Proposed | 30.67 | 8.00 | 2.19 | 0.63 | 0.19
O.B.D |40.37]13.06 | 4.13 | 1.31 | 0.43
Proposed | 31.61 | 9.56 | 3.00 | 0.97 | 0.32
O.B.D |60.90 | 28.88 | 13.77 | 6.72 | 3.35
Proposed | 53.99 | 25.00 | 12.03 | 5.95 | 3.01
O.B.D |58.78 | 30.77 | 15.66 | 7.79 | 3.83
Proposed | 54.21 | 26.64 | 12.99 | 6.32 | 3.08
O.B.D |70.69 |33.94|15.87| 7.35 | 3.38
Proposed | 62.47 | 28.78 | 13.17 | 6.02 | 2.75
O.B.D |73.47]41.12|23.06 | 12.92 | 7.22
Proposed | 67.70 | 37.06 | 20.55 | 11.45 | 6.40
O.B.D |4555|18.16| 7.17 | 2.86 | 1.16
Proposed | 37.88 | 14.29 | 5.52 | 2.18 | 0.87
O.B.D |65.42|31.16 | 14.62 | 6.93 | 3.35
Proposed | 55.50 | 25.29 | 11.83 | 5.64 | 2.73
O.B.D |43.05]19.21 | 838 | 3.64 | 1.59
Proposed | 36.97 | 15.86 | 6.87 | 3.01 | 1.34

Test images Methods

Bridge 256x256

Zelda 256 x 256

Bird 256 x256

Camera 256 X256

Lena 512x512

Barb 512x512

Boat 512x512

Mandrill 512x512

Peppers 512x512

Sailboat 512x512

Zelda 512x512
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