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Abstract. Urban air quality forecast plays an important role in the regulatory plans
aimed at the control and reduction of air pollutants. In view of the nonlinearity, data in-
sufficiency and data fluctuation of air quality forecast, an improved Grey-Markov model
called IGMM is proposed to improve the forecast accuracy of urban air quality. The meta-
bolic GM(1, 1) model is utilized to replace traditional GM(1, 1) model and simultaneously
the original sequence is optimized to reduce data disturbance. The experiment results
show that IGMM can be employed in air quality forecast with its less relative error and
higher reliability, compared with grey model and traditional Grey-Markov model.
Keywords: Air quality, GM(1, 1) model, Markov chain, Optimizing, Forecast

1. Introduction. Air quality forecast helps the public to effectively avoid physical dam-
age caused by air pollution and the environmental protection department to strengthen
the supervision of pollution sources. Besides, it has important significance on the improve-
ment of emergency capability in heavy pollution days and of the atmospheric environment.

Air quality forecast widely uses statistical forecast methods and deterministic forecast
methods [1]. Although a preference toward deterministic chemical models for air quality
forecast is perceived, the forecast accuracy of air pollutant concentrations with them does
not seem greater than what can be obtained with statistical models. The trend in recent
years has been to use more statistical methods instead of traditional deterministic models
for statistical models are much easier, quicker and economical to implement [2]. The
statistical forecast models include artificial neural network models and grey models and
so on. Perez [3] combined the artificial neural networks and a nearest neighbor method for
PM10 forecast in Santiago. Feng et al. [4] presented a hybrid model combining air mass
trajectory analysis and wavelet transformation to improve the artificial neural network
forecast accuracy of air pollution concentrations. Pan et al. [5] employed grey dynamic
model group to forecast the air quality changing trend of Tianjin in China.

Limited time and space impose restriction on the data acquisition of air quality forecast
which always contains incomplete information. The grey model can solve these problems
as a solution to insufficient data, poor information and uncertainty. However, the data
sequence fluctuation is often encountered in the air quality forecast. The forecast accuracy
of GM(1, 1) model of grey theory for data sequence with large random fluctuations is low.
If it is used to forecast long-term data, the forecast accuracy will be greatly reduced.

Markov chain forecast model can be used to forecast a system with randomly varying
time series. Therefore, Markov chain model can improve the forecast accuracy of GM(1, 1)
model especially when data fluctuation is large, thereby making up for the deficiency
of the grey method. However, Markov forecast model requires time series to have the
characteristics of stationary process. However, the urban air quality forecast is a kind
of non-stationary random process. We adopt GM(1, 1) model to fit time series of urban
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air quality, to find out the change rule and to compensate for the limitations of Markov
process. So the grey model and the Markov model are combined, which can increase the
reliability and stability of the forecast results and avoid the limitations of single forecast
model. Yang and Sun [6] established a Grey-Markov model to forecast the air pollution
concentrations of Pingdingshan in China. However, the combination of grey model with
Markov model is rarely used to forecast urban air quality.

The traditional Grey-Markov model (TGMM) can be used to forecast air quality based
on the combination of the advantages of the grey model and the Markov model. However,
the addition of new disturbance factors in the forecast process is ignored. And the accu-
racy of the Grey-Markov model is still influenced by the random fluctuations of the data
in the modeling process of grey model. The grey metabolic model can overcome the dis-
advantage of the new disturbance factors into the system, which can reduce the accuracy
of forecast. And the weakening buffer operator can weaken the influence of interference in
the system. In order to improve the forecast accuracy, an improved Grey-Markov model
called IGMM is proposed in this paper, with using the metabolic GM(1, 1) model instead
of traditional GM(1, 1) model and the original sequence of GM(1, 1) is optimized to re-
duce data disturbance simultaneously. The experimental results show that the improved
Grey-Markov model has higher forecast accuracy.

The rest of paper is organized as follows. Section 2 introduces the improved grey
model. An improved Grey-Markov model is given in Section 3. The experimental results
and analysis are given in Section 4. Section 5 concludes the paper.

2. The Improved Grey Model.

2.1. The traditional GM(1,1) model. The traditional GM(1, 1) model is shown as
follows.

Step 1 X(1) = x(1)(1), x(1)(2), · · · , x(1)(N) is obtained by 1-AGO (one time accumu-
lated generating operation) based on the original sequence X(0) = x(0)(1), x(0)(2), · · ·,

x(0)(N) where x(1)(k) =
k∑

i=1

x(0)(i), k = 1, 2, · · · , N .

Step 2 Build up constant differential equation:

dx(1)

dt
+ ax(1) = u (1)

where a and u are respectively called the developing coefficient and the control variable.
Step 3 Let Û be the parameters vector, and the Ordinary Least Square (OLS) method

is utilized to calculate a and u:

Û = [a u]T = (BT B)−1BT Y (2)
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where, k = 1, 2, · · · , N − 1.
Step 4 Obtain the discrete form of first-order grey differential equation.

x̂(1)(k + 1) =
[
x(0)(1) − u

a

]
e−ak +

u

a
(4)

where a is called the developing coefficient, k = 1, 2, · · · , N .
Step 5 Apply the Inverse Accumulated Generating Operation (IAGO), and then we

have

x̂(0)(k + 1) = x̂(1)(k + 1) − x̂(1)(k) = (1 − ea)
(
x(0)(1) − u

a

)
e−ak (5)
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2.2. The improvement of GM(1, 1) model.

2.2.1. The metabolic GM(1, 1) model. The data before time t = N are used as the data
sequence in the modeling process of traditional GM(1, 1) model. However, as time goes on,
some new random disturbance factors are added into the system, which affect the system.
Therefore, the longer the forecast lasts, the lower the forecast accuracy is. However, the
metabolic GM(1, 1) model can avoid these defects. Wang et al. [7] established a metabolic
GM(1, 1) predicting model of water demand. Moreover the model is applied to predict
the water demand of a certain city that is lacking in water in the next 10 years in North
China. Zhu et al. [8] used the metabolic GM(1, 1) model to predict the river quality. The
precision of forecasting is higher than the traditional GM(1, 1) model. In order to reflect
the influence of random disturbance in the future, and to improve the forecast accuracy,
the metabolic GM(1, 1) model is used to replace the traditional GM(1, 1) model in this
paper.

The latest forecast data x(0)(N + 1) is obtained by one time grey forecast. The data
x(0)(N +1) is added to the original data sequence, while the oldest data x(0)(1) is removed.
The new sequence

{
x(0)(2), x(0)(3), · · · , x(0)(N + 1)

}
is used as the original sequence in

accordance with the modeling steps of traditional GM(1, 1) model to modeling. Repeat
the above data replacement process until the forecast target is completed.

2.2.2. The improvement of the original sequence. The data of air quality forecast system is
constantly distorted due to the interference of external factors, such as weather and motor
vehicle exhaust. The original sequence of GM(1, 1) model will directly affect the accuracy
of the forecast system. It is necessary to reduce the interference effect of disturbance
factors in order to improve the forecast accuracy of air quality. Therefore, the buffer
operator is proposed based on the calculation of the original sequence [9]. The weakening
buffer operator can weaken or eliminate the influence of interference in the system and
improve the forecast accuracy of air quality.

Definition 2.1. Assume that the original sequence X(0) =
{
x(0)(1), x(0)(2), · · · , x(0)(N)

}
is the behavior data sequence of system, that d is an operator working on {X(0)}, and that
the sequence, obtained by having d work on {X(0)}, is denoted as:

X(0)d =
{
x(0)(1)d, x(0)(2)d, · · · , x(0)(N)d

}
(6)

where d is called a sequence operator and {X(0)d} is called the first-order operator se-
quence.

Theorem 2.1. Theorem of Fixed Points [9] Assume that {X(0)} is the behavior data
sequence of system and that d is a sequence operator, d must satisfy x(0)(N)d = x(0)(N).

Theorem 2.2. Theorem of Sufficient Usage of Information [9] Each datum
x(0)(k) (k = 1, 2, · · · , N) in the behavior data sequence of system participates fully in
the whole process in which the operator works on x(0).

Theorem 2.3. Theorem of Analytic Representations [9] For any x(0)(k)d (k =
1, 2, · · · , N) can be described with a uniform and elementary analytic representation in
x(0)(1), x(0)(2), · · · , x(0)(N).

Above axioms are jointly called three axioms of buffer operators. All sequence operators,
satisfying the above three axioms, are called buffer operators. And

{
X(0)d

}
is called the

buffer sequence.
A novel weakening buffer operator is defined as follows:

x(0)d1 =

√
x(0)(k)x(0)(N) + x(0)(N)2

2
(7)

where k = 1, 2, · · · , N , d1 is a buffer operator.
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3. The Improved Grey-Markov Model. The modeling steps of improved Grey-Mar-
kov model are shown as follows.

Step 1 From Section 2, a forecast trend curve equation can be built:

x̂(0)(k + 1) = (1 − ea)
(
x(0)(1) − u

a

)
e−ak

Step 2 Divide state intervals. The relative errors are calculated based on the forecast
curve and the real data sequence. Relative error range is obtained by subtracting the
minimum relative error value from the maximum relative error value. We can equally
divide the relative error range into m states according to the relative errors. Any state
can be denoted as:

Ej = [Aj, Bj] , j = 1, 2, · · · ,m (8)

where Aj and Bj respectively denote the upper and lower bounds of the j-th state.
Step 3 Calculate the transition probability. For Markov-chain series, the transition

probability from state Ei to Ej can be established by using an equation as follows:

Pij(k) =
nij(k)

ni

, i, j = 1, 2, · · · ,m (9)

where Pij(k) is the transition probability of state Ej transferring from state Ei through
k steps, k is the number of transition steps each time, ni is the number of data in state
Ei, nij(k) is the number of original data of state Ej transferring from state Ei through k
steps, and its transition probability matrix can be expressed as follows:

Pk =


P11(k) P12(k) · · · P1m(k)
P21(k) P22(k) · · · P2m(k)

...
...

...
...

Pm1(k) Pm2(k) · · · Pmm(k)

 (10)

The transition probability matrix reflects the transition rules of the states in a system,
which is the foundation of the Grey-Markov forecast model, and the future trend of the
system can be predicted by studying the transition probability matrix.

Step 4 Calculate the forecast data. After the determination of the future state transi-
tion of a system, the relative residual error zone [Aj, Bj] is obtained. The forecast value
ŷ(j) is obtained by the following equation.

ŷ(j) = x̂(0)(j)

(
1 +

Aj + Bj

2

)
(11)

The forecast process of the IGMM is presented in Algorithm 1.

Algorithm 1: Improved Grey-Markov Model
Input : The annual concentration of an air pollutant,
X(0) =

{
x(0)(1), x(0)(2), · · · , x(0)(N)

}
Output : The forecast values of the air pollutant concentration,
Y (0) =

{
y(0)(1), y(0)(2), · · · , y(0)(M)

}
1. Do
2. Build the improved GM(1, 1) model and generate prediction function
3. Calculate relative errors and divide states
4. Calculate transition probability matrix
5. Calculate the forecast values
6. Return Y (0) =

{
y(0)(1), y(0)(2), · · · , y(0)(M)

}
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4. Experiments.

4.1. Datasets. According to the statistics from Ministry of Environmental Protection of
the People’s Republic of China, in the API evaluation system, PM10 acts as the primary
pollutant in over 99% of pollution days and SO2 as the primary pollutant in the rest
days. The air pollutants impacting air quality in Beijing are mainly PM10 and SO2.
Therefore, we respectively forecast the annual concentrations of PM10 and SO2 of Beijing
based on the environment quality bulletin from 2005 to 2014 issued by Beijing Municipal
Environmental Protection Bureau. The datasets are detailed in Table 1.

Table 1. Annual concentrations of PM10 and SO2 of Beijing (ug/m3)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
PM10 142 151 148 122 121 121 114 109 108 116
SO2 50 53 47 36 34 32 28 28 27 22

4.2. The establishment of IGMM model. We take PM10 as an example to introduce
the modeling process of the improved Grey-Markov model, and the modeling process of
SO2 is the same as that of PM10.

Step 1 The annual concentrations of PM10 from 2005 to 2012 are used as the original
sequence to establish the improved GM(1, 1) model. The annual concentrations of PM10

from 2013 to 2014 are forecast by the improved Grey-Markov model.
Step 2 The new sequence is generated with the novel weakening buffer operator working

on the original sequence as follows: X(0)d1 = {117 119 118 112 112 112 110 109}.
Step 3 The metabolic GM(1, 1) model is used to forecast the new sequence {X(0)d1},

and the relative errors between the original values and the forecast values are calculated.
Then state intervals are divided based on the relative errors. According to the relative
errors of the original values and the forecast values of PM10, three states are divided
as follows: E1 = (−0.027,−0.012], E2 = (−0.012, 0.003], and E3 = (0.003, 0.018]. The
forecast results and the relative errors lying in the states are listed in Table 2.

Table 2. Forecast results and relative errors

Year Original value Forecast value Relative error State
2005 117 117 0 2
2006 119 118 0.8% 3
2007 118 116 1.7% 3
2008 112 115 −2.6% 1
2009 112 113 −0.9% 2
2010 112 111 0.9% 3
2011 110 110 0 3
2012 109 108 0.9% 3

Step 4 Transition probability matrix can be calculated according to the state partition
in Table 2:

P =

 0 1 0
0 0 1

1/4 0 3/4


Because 2012 lies in state 3, the initial vector is V0 = (0 0 1) and V1 = V0 ·P = (1/4 0 3/4).
Therefore, the 2013 lies in state 3. The forecast value of 2013 obtained by improved
GM(1,1) is 106 ug/m3, so the forecast value obtained by the improved Grey-Markov is
108 ug/m3, that is 106 + (1 + 0.5 × (0.003 + 0.018)) = 108.
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Step 5 As the new element, the forecast concentration of PM10 in 2013 is added in
the original sequence to replace the concentration of PM10 in 2005. That is, the annual
concentrations of PM10 from 2006 to 2013 are used as the original sequence to establish
the improved GM(1, 1) model to forecast the concentration of PM10 in 2014. Repeating
Step 2, Step 3 and Step 4, we can get the concentration of PM10 in 2014 is 109 ug/m3.

4.3. The forecast results and analysis. The forecast results of Improved Grey-Markov
model (IGMM) are respectively compared with those of Traditional Grey-Markov model
(TGMM) and GM(1, 1) model. The forecast results and relative errors of the three kinds
of air quality forecast models are respectively shown in Table 3 and Table 4.

Table 3. Forecast results and relative error of PM10 (ug/m3)

Year
PM10

Real value
GM(1, 1) TGMM IGMM

Forecast
value

Relative
error

Forecast
value

Relative
error

Forecast
value

Relative
error

2013 108 102 5.6% 105 2.8% 108 0%
2014 116 97 16.4% 99 14.7% 110 5.2%

Table 4. Forecast results and relative error of SO2 (ug/m3)

Year
SO2

Real value
GM(1, 1) TGMM IGMM

Forecast
value

Relative
error

Forecast
value

Relative
error

Forecast
value

Relative
error

2013 27 22 18.5% 24 11.1% 27 0%
2014 22 20 9.1% 21 4.5% 24 9.1%

Table 3 and Table 4 show that although the relative error of the IGMM is slightly higher
than that of the TGMM as for the forecast concentration of SO2 in 2014. The forecast
accuracy of the Improved Grey-Markov model (IGMM) as the whole is significantly im-
proved compared with that of GM(1, 1) model and the Traditional Grey-Markov model
(TGMM). For PM10, the average relative error of the TGMM model is 8.8% and that of
IGMM model is only 2.6%. For SO2, the average relative error of the TGMM model is
7.8% and that of IGMM model is 4.6%. The forecast concentrations of the two pollutants
in 2013 are the same as the real values, and the relative error is 0%.

So using the IGMM model to forecast the air quality can significantly improve the
forecast accuracy. The improved Grey-Markov model has higher prediction accuracy,
which makes it suitable for the urban air quality forecast. The IGMM is adopted to
forecast the annual concentrations of PM10 and SO2 of Beijing from 2015 to 2019.

Figure 1 shows the annual concentrations of PM10 and SO2 are gradually decreasing
in the next few years. In 2019, the concentration of PM10 is 109 ug/m3 and that of
SO2 is 19 ug/m3. In comparison with the concentrations of PM10 and SO2 in 2014, the
concentrations of PM10 and SO2 in 2019 decline with respective descent rate of 6.4% and
13.6%.

Although Beijing has gained some achievements on the air pollution control and the
concentration of pollutants has declined, the governance of the main pollutant PM10

is still far from the standard of environmental protection. In 2019, the concentration
of PM10 is still 1.6 times more than the secondary annual concentration thresholds of
PM10 of the ambient air quality standard of China (70 ug/m3), which suggests that more
governance is required for PM10 pollution.
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Figure 1. Forecast results of the air pollutant concentrations

5. Conclusions. An improved Grey-Markov model is proposed to forecast urban air
quality in this paper. The improved Grey-Markov model avoids the limitations of single
forecast model and effectively improves the forecast accuracy. We take Beijing as an
example for experiments and analysis. Through the comparison of the forecast results of
PM10 and SO2 concentrations, the forecast accuracy of IGMM is much higher than that
of GM(1, 1) model and traditional Grey-Markov model. With ideal forecast effect, the
improved Grey-Markov model meets the requirements for air quality forecast. The forecast
and analysis provide a scientific basis for the prevention and control of air pollution in
Beijing and even other cities in China, and have a certain practical significance. In the
future, we would like to apply the improved Grey-Markov model to more cities, further
improve the forecast accuracy and study the root causes of air pollution.
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