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Abstract. In this paper, an extend state observer (ESO)-based command-filtered back-
stepping control strategy is proposed for a variable speed wind turbine (VSWT) using
VSWT’s input and output measurements. First, the dynamic model of VSWT is de-
scribed. Next, a model transformation is proposed for VSWT that we convert the VSWT
system into a strict-feedback form through state transformation. Then, an ESO is given
to estimate the unknown dynamic model. Next, the command-filtered backstepping con-
troller is proposed for the VSWT system. Finally, simulation results are given to demon-
strate the effectiveness and potential of the proposed constrained control scheme.
Keywords: Extend state observer, Control saturation, Command-filtered backstepping,
Variable speed wind turbine

1. Introduction. Wind is a kind of renewable energy with great potential. On the earth
there are about 10 billion kilowatts wind resources used to produce electricity, which is
almost 10 times more than the present amount of hydroelectric power [1-4]. With the
development of control theory, the wind power generator control system improves from
the initial fixed pitch and constant speed control to the current variable pitch and variable
speed control. Due to the great advantages of VSWT in the utilization of wind energy,
the VSWT has become the main control study object [5-10]. Because of the factors of the
inherent nonlinearity and uncertainty in VSWT system, people have tried to use various
nonlinear control theories based on models on the control of VSWT systems in recent
years [8-11].

Backstepping is a method based on recursive Lyapunov for nonlinear dynamical systems
[12]. It breaks the whole system into several lower order systems which can deal with the
complex system with useful nonlinearities easily, so it has wider application range than
output feedback [13-16]. Due to the recursive structure, some state variables called virtual
controls and intermediate control laws are designed for the recursive controller.

Inspired by the work of technique [12,15,16], we give an ESO-based command-filtered
backstepping control approach for VSWT in this paper. It is a constrained control strat-
egy after the model transformation of VSWT. The major advantages of this dissertation
are displayed as follows. In the design procedure of controller: 1) only the output mea-
surement of VSWT is required; 2) explicit model dynamics and structural information
of the VSWT do not need to be known; 3) the proposed control strategy can reduce the
impact of derivative signal and control saturation.

The rest of this paper is organized as follows. A brief description of VSWT is in Section
2. In Section 3, main results of ESO-based command-filtered backstepping control are
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proposed. Simulation results are presented to show the effectiveness of the proposed
technique in Section 4. Finally, some conclusions are made at end of this paper.

2. System Model and Problem Formulation. The basic composition of VSWT in-
cludes three parts which are wind turbines, growth container and generator. The block
diagram of VSWT is shown in Figure 1.

Figure 1. Schematic block diagram for the structure of VSWT [8]

The rotor dynamic is described as

Jrω̇r = Ta − Krωr − Br

∫ t

0

ωr(τ)dτ − Tls (1)

where Jr, Ta, Kr, ωr, Br, and Tls denote rotor inertia, aerodynamic torque, rotor external
damping, rotor speed, rotor external stiffness and low-speed torque, respectively. The
generator dynamic is given as

Jgω̇g = Ths − Kgωg − Bg

∫ t

0

ωg(τ)dτ − Tg (2)

where Jg, ωg, Ths, Kg, Bg and Tg represent generator inertia, generator speed, high-speed
torque, generator external damping, generator external stiffness and generator electro-
magnetic torque, respectively. Because of the gearbox ratio, the following relationship (3)
is obtained for the speed ωr, ωg, and torque Tls, Ths.

ng =
ωg

ωr

=
Tls

Ths

(3)

According to Equation (1) to Equation (3), since Jt ̸= 0, we can obtain

ω̇r =
1

Jt

(
Ta − Ktωr − Bt

∫ t

0

ωr(τ)dτ − Tg

)
(4)

where turbine total inertia Jt, turbine total external damping Kt, turbine total external
stiffness Bt and generator electromagnetic torque Tg are respectively defined as

Jt = Jr + n2
gJg, Kt = Kr + n2

gKg, Bt = Br + n2
gBg, Tg = ngTem

Therein, Ta and Tem can be described as follows [6,9],

Ta = Kw · ω2
r , Tem = Kϕ · c(If ) (5)
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where Kw is the wind speed to power transfer parameter depending on factors like air
density, radius of the rotor, the wind speed and the pitch angle. c(If ) is the flux in the
generating system function. The electrical subsystem dynamic of VSWT is governed by
[9]

İf = −Rf

L
If +

1

L
uf (6)

where If , uf , Rf and L denote field current, field voltage, resistance of the rotor field and
constant inductance of the circuit, respectively. Hence, from Equation (4) to Equation
(6), the dynamic model of VSWT can be described as

ω̇r =
Kw

Jt

ω2
r −

Kt

Jt

ωr −
Bt

Jt

∫ t

0

ωr(τ)dτ − ngKϕ

Jt

c(If )︸ ︷︷ ︸
f1(ωr,θr,If )

İf = −Rf

L
If +

1

L
uf

(7)

where angle θr =
∫ t

0
ωr(τ)dτ and Kϕ denote machine-related constant. Assume that

function f1(ωr, θr, If ), Rf and L are all unknown. The control objective of this paper is
to ensure that output rotor speed ωr can follow a reference trajectory ωd. The controller
design and the stability analysis also require the desired reference trajectory to be first
order integrable, that is ∫ T

0

|ωd(τ)| dτ < ∞

with T being finite (i.e., ωd ∈ L1 ∩ L∞ and ω̇d, ω̈d ∈ L∞).

3. Main Results.

3.1. Model transformation. Define new state x1 = ωr, x2 = ẋ1 = ω̇r = f1(ωr, θr, If ).
Then the time derivative of x2 can be expressed as

ẋ2 = ḟ1(ωr, θr, If )

=
∂f1(ωr, θr, If )

∂ωr

ω̇r +
∂f1(ωr, θr, If )

∂θr

ωr +
∂f1(ωr, θr, If )

∂If

İf

= f(x̄) + g(x̄)uf

(8)

where

f(x̄) = f(ωr, θr, If ) =
∂f1(ωr, θr, If )

∂ωr

f1(ωr, θr, If )

+
∂f1(ωr, θr, If )

∂θr

ωr −
Rf · If · ∂f1(ωr, θr, If )

L · ∂If

and

g(x̄) = g(ωr,θr, If ) =
∂f1(ωr, θr, If )

L · ∂If

with x̄ = [ωr, θr, If ]
T . Hence, the dynamic model of VSWT (7) is now transformed as

ẋ1 = x2

ẋ2 = f(x̄) + g(x̄)uf

y = x1

(9)

To account for the uncertainties in VSWT parameters, we rewrite the dynamics (9) as
ẋ1 = x2

ẋ2 = d(t) + gouf

y = x1

(10)
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where go is the best available estimation of g(x̄), while ∆g is associated uncertainties.
The variable d(t) = f(x̄) + ∆guf is the combined uncertainty and may also include other
sources such as external disturbance in the system.

3.2. Extend state observer design. We assume that only power angle (ωr = y) can
be measured in (7). So in this paper, the third-order ESO is designed, which is used to
estimate the state x2 and combined uncertainty d(t). Define the combined uncertainty
d(t) as an extended state x3. Let x3 = d(t), ẋ3 = ϖ, where ϖ is an unknown function.
We assume that |ϖ(t)| < r. Then system (10) is equivalent to

ẋ1 = x2

ẋ2 = x3 + gouf

ẋ3 = ϖ

y = x1

(11)

In order to estimate the state x2 and the combined uncertainty d(t), we design the fol-
lowing third-order ESO [12,14]:

˙̂x1 = x̂2 − l1ỹ

˙̂x2 = x̂3 + gouf − l2fal(ỹ, α1, σ1)

˙̂x3 = −l3fal(ỹ, α2, σ2)

ŷ = x̂1

(12)

where ỹ = y − ŷ = x1 − x̂1 and x̂1, x̂2, x̂3 are the observers of x1, x2, x3. 0 < α1 < 1,
0 < α2 < 1, σ1 > 0, σ2 > 0, li > 0, i = 1, 2, 3 are parameters of observer (12). And the
nonlinear function fal(·) is defined as

fal(ϵ, α, σ) =


|γ|αsgn(γ), |γ| > σ

γ

σ1−α
, |γ| ≤ σ

(13)

Letting T be sampling period of control, in general, σ is selected as σ = 5 ∼ 10T .
Until now, there is no reliable theoretical analysis method available for third-order ESO.
Fortunately, according to [12], if suitable parameters of observer (12) are selected, the
following results can be obtained.

lim
t→∞

|x̃2| < l1

(
r

l3

)1/α2

= εx2

lim
t→∞

|d̃| = lim
t→∞

|x̃3| < l2

(
r

l3

)1/α2

= εd

(14)

where x̃2 = x2 − x̂2, d̃ = d − d̂ and x̃3 = x3 − x̂3. Hence, we know the suitable observer
parameters can make the state estimation errors x̃1, x̃2 and combined uncertainty error
d̃ = x̃3 uniformly ultimately bounded (UUB).

Equation (15) denotes the uniform form of observers (12):{
˙̂x1 = x̂2 + κ1

˙̂x2 = bu + κ2

(15)

where κ1 = −l1ỹ, κ2 = x̂3 − l2fal(ỹ, α1, σ1) and b = go.
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3.3. Command-filtered backstepping controller design. According to above re-
sults, Equation (15) is a strict-feedback form obviously, so the backstepping control can
be adopted for a controller of VSWT. The traditional backstepping control has an obvious
disadvantage that it can be easily affected by differential expansion and control saturation
problems. Some researchers have proposed a constrained command filter into the adaptive
backstepping control system to solve this problem [15,16]. Command filter can eliminate
the negative impact of the control saturation and derivative signal. The traditional back-
stepping control and command-filtered backstepping control are very different in design
idea and design process. The structure of the ESO-based command-filtered backstepping
control algorithm is depicted as Figure 2.

Subsystem

controller

Subsystem

controller1h 2h
Command

Filter

2
ˆ
dx

Filter error

compensation

Extend State

Observer
ˆ,kx

u
1

fx y2
ˆ
fx

2 2
ˆ ,kx1 1

ˆ ,kx

c c

ˆ,

u y

ˆ,ˆ,

Figure 2. Structure of the proposed ESO-based command-filtered back-
stepping control for VSWT system

Define the tracking error e1 and e2. The functions of e1 and e2 are written as

e1 = x̂1 − xf
1 , e2 = x̂2 − x̂f

2 (16)

where xf
1 and x̂f

2 are the filtered-command of xd
1 and x̂2, respectively. Therein, xd

1 = ωd,
and ωd is a reference trajectory. According to Equation (15) and Equation (16), ė1 and
ė2 can be obtained that

ė1 = x̂2 + κ1 − ẋf
1 (17)

ė2 = bu + κ2 − ˙̂xf
2 (18)

The first Lyapunov function is defined as follows

V1 =
1

2
e2
1

The time derivative of V1 is described as

V̇1 = e1

(
x̂2 + κ1 − ẋf

1

)
(19)

The virtual controller of the outer-loop can be defined as

x̂d
2 = ẋf

1 − κ1 − h1e1 (20)

where h1 is a preset positive definite constant. From Equation (19) and Equation (20),
we achieve the result that V̇1 ≤ 0. Then, let x̂d

2 through a filter [15,16], the structure of
the command filter is shown in Figure 3, and the dynamic model of constrained command
filter is defined as {

q̇1

q̇2

}
=

[
q2

2φιn

[
SR

(
ι2n

2φιn
(SM (u) − q1)

)
− q2

]] (21)

where [
q1

q2

]
=

[
xf

ẋf

]
and u = xd
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Figure 3. Structure of constrained command filters

Therein, φ, ιn and xf denote the damping, the bandwidth of filter and the output of the
constrained command filter, respectively.

We define a new tracking error ē1 = e1 − ϵ, where ϵ represents the filter error compen-
sation that can be written as

ϵ̇ = −h1ϵ + x̂f
2 − x̂d

2 (22)

We define an another Lyapunov function

V2 =
1

2
ē2
1 +

1

2
e2
2

Then, the time derivative of V2 is described as the following

V̇2 = ē1 ˙̄e1 + e2ė2

= ē1

(
x̂2 + κ1 − ẋf

1 + h1ϵ − x̂f
2 + x̂d

2

)
+ e2

(
bu + κ2 − ˙̂xf

2

)
= − ē1

(
h1ē1 + x̂f

2 − x̂2

)
+ e2

(
bu + κ2 − ˙̂xf

2

)
= − h1ē

2
1 + ē1e2 + e2

(
bu + κ2 − ˙̂xf

2

)
When the global control law is selected as

u = b−1
(
−h2e2 − κ2 − ē1 + ˙̂xf

2

)
(23)

We can get the result that the function V̇2 is rewritten as

V̇2 = − h1ē
2
1 − h2e

2
2 ≤ 0 (24)

where h2 is also a preset positive definite constant. From Equation (24), we have the
information that ē1, e2 are uniformly ultimately bounded. Moreover, we can obtain the
conclusion that the whole system is uniformly ultimately bounded combined with the
previous results in this paper.

4. Simulation Results. In this section, the simulation is shown to demonstrate the
validity of the proposed ESO-based command-filtered backstepping control algorithm.
In simulation, the system parameters of VSWT are chosen as same as [6,9], which are
considered as Rf = 0.02Ω, L = 0.001H, Jt = 24490, Bt = 52, Kt = 52, Kω = 3, ng = 30,
Kϕ = 1.7, c(If ) = 1000If .

And the reference angular velocity signal ωd(t) is selected by the following case, which
is

ωd(t) = 2 + sin(0.5t)

For the simulation, we choose ESO parameters as l1 = 102, l2 = 104, l3 = 105, α1 =
α2 = 0.9, σ1 = 102, and σ2 = 103. The controller gains are selected as g0 = −2000, and
h1 = h2 = 5000. The initial state values are ωr(0) = 1, and If (0) = 0.

The results of simulation are shown in Figures 4 and 5, where Figure 4 illustrates
the reference ωd, actual rotor velocity ωr, the field voltage uf (control input). Figure
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Figure 4. The VSWT output and control input responses curve
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Figure 5. The states estimation errors by ESO

5 shows the estimation errors for x1, x2 and d(t). It can be seen from the response
figures, tracking and estimation errors converge to very small values, and further more
the ESO-based command-filtered backstepping controller achieves good performance.

5. Conclusion. In this paper, we have developed an ESO-based command-filtered back-
stepping control strategy, which provides an alternative to the VSWT control problem.
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A model transformation is proposed for VSWT dynamic model that converts the VSWT
system into a strict-feedback form through state transformation. This proposed control
approach of VSWT is particularly effective while the explicit analytical model of VSWT
is difficult to develop and the states are not fully measurable. Our focus of this paper is
on the uncertainty, and the incomplete measurable states. The simulation results have
validated the proposed nonlinear control algorithm.
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