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Abstract. During generating simulated data sets and case study, this paper uses the
consistency index C to compare the performance of back propagation (BP) neural network
and structural equation model (SEM) in the consumer to consumer (C2C) E-commerce
credit evaluation. The study has shown that for the small sample size which has low
missing ratio and data which has few restrictions, BP neural network has better advantage
than structural equation model, which is worth further popularizing in C2C E-commerce
credit evaluation.
Keywords: BP neural network, Structural equation model, C2C E-commerce credit
evaluation, Comparative analysis

1. Introduction. By influencing Chinese economic and social development and chang-
ing people’s lifestyle, the Internet became a key industry. However, the trust question
of Internet has not been solved completely which limited the development of C2C E-
commerce. And how to improve the Internet users’ trust in C2C E-commerce is still an
important question.

2. Methods Introduction and Problem Statement. Back propagation (BP) neural
network is a back propagation algorithm multilayer feed-forward network, and it is one
of the most widely used neural network models. BP network can learn and store a large
amount of input-output mode mapping without prior describing this mathematical equa-
tion. Its learning rule is the steepest descent method, constantly adjusting the network’s
weights and thresholds by reverse spread until the squared error is the smallest.

Structural equation model (SEM) as a multivariate statistical method, which is based
on the factor analysis, path analysis and regression analysis, can estimate a set of observed
variables and latent variables as well as analyzing the relationship between the variables
[1].

Most scholars’ studies are more concentrated in one aspect, and the comparative analy-
sis between BP neural network and SEM has deficiency. Liu and Xiang use SEM to study
the E-commerce satisfaction [2]. Jiang and Hu use the method of SEM to build C2C
E-commerce trust model and analyse the affecting factors [3]. He et al. analyse the indi-
vidual electronic commerce credit problem based on BP neural network [4]. Only Zhao
and Wan made a comparative analysis of the two methods in the case study of business
performance and simply explored the complementarity between the two methods based
on the analysis results [5].

However, in the field of C2C E-commerce credit evaluation, there is no the compar-
ative analysis between BP neural network and SEM. Which method is good for C2C
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E-commerce credit evaluation and which method has a better performance in evaluat-
ing the credit of the C2C E-commerce? These questions are necessary to be solved. So
the authors combine theoretical and practical application to compare the performance of
BP neural network and SEM. It is the first time to contrast the performance of the two
methods in the field of C2C E-commerce credit evaluation.

3. Simulation and Case Study.

3.1. Simulation design. Simulation data include: different sample sizes, different per-
centages of missing and different latent variable assumptions, different data flows.

Simulation missing data: the simulated study generates the right missing data, and
missing data distribution is a uniform distribution U(0, u). Firstly it generates n (n is the
sample size) data Ti, submitting the distribution of U(0, u) and the missing proportion is
by iterative simulation, then it counts the value of the u. And secondly the SAS program
generates n missing data Li. Finally, according to the definition of the right missing,
ti = min(Ti, Li), it gives the n observations. If Ti ≤ Li, δi = 1, otherwise, generating
samples which contain the missing data (ti, δi) [6].

Simulations date collection: it generates the random data using RANNOR (seed) func-
tion which obeys normal distribution N(0, 1), and generates the random variable using
RANNOR (seed, n, p) function which obeys Bernoulli Lee distributed B(n, p) [7].

Using the above two functions to generate random simulation data, we ensure that the
data are random and objective.

Simulation evaluation: because the predictors of the two methods are different and
missing data exist, we use the consistency index C as the evaluation index of the accuracy.
C refers to the rate of the unit number to the total number of useful observation when
the forecast result and actual result are consistent.

3.2. Case study. According to factors of electronic commerce credit, combining with
Taobao existing evaluation methods and comprehensive analysis of other evaluation sys-
tem and previous studies, this paper assesses C2C E-commerce credit evaluation from
three aspects, including the shop information, goods information and sellers services.
Shop information includes caution money, the time of setting up, punishment, top fa-
vorites, the refund rate and collection times; goods information includes description of
the picture and the total transaction amount; seller services include attitude and delivery
speed; credit includes credit value and credit rank (J – golden delicious; Y – silver crown).

We choose the store of “3C digital” industry as the destination, selecting the shops
mainly selling watches on Taobao, collecting 260 data which will be filtered and then
finally generating 242 valid data. Part of the data is shown in Table 1.

4. Control Design and Results.

4.1. Comparison of model’s predictive performance with different sample sizes
and missing ratios. Simulation sample data meet the following conditions: sample data
is submitted index distribution (λ = 1), the sample size is 80 and 500 and the missing
ratio is 20%, 40%, 60% in the data sets.

Structural equation model: we suppose that three latent variables are all correlated
with the endogenous latent variable (C2C E-commerce credit) and then establish the
SEM. Fit model by adjusting MI value, other parameters default in Amos22.0 until the
model is on optimal level in the corresponding T value.

BP neural network model: the 10 observed variables (X1, X2, X3, . . ., X10) as BP neural
network input neurons (n = 10), C2C E-commerce credit rank as BP neural network
output neurons (L = 1), select LM optimization algorithm and hidden layer nodes, and
then remain parameters default in Matlab software, and finally achieve balance of the
network.
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Each simulation sample repeated 100 times, to get the mean and standard deviation of
the consistency index C, which is shown in Table 2. The study simulates two data sets
which include one sample size of 80 and the other sample size of 500.

Table 2. The consistency index C of the two models

Sample Size Missing Ratio SEM BP T P

80

20% 0.779±0.021 0.785±0.028 1.248 0.201
40% 0.767±0.016 0.771±0.023 1.187 0.243
60% 0.748±0.024 0.746±0.017 2.425 0.018

500

20% 0.789±0.019 0.781±0.025 1.342 0.087
40% 0.774±0.022 0.764±0.031 1.417 0.105
60% 0.732±0.017 0.752±0.015 2.216 0.124

In the small sample data, when the missing ratio is more than 40%, C of structural
equation model decreases; in the large sample data, when the missing ratio is more than
40%, C of structural equation model declines quickly. This further describes that in the
same missing rate of data, the consistency index C of BP neural network model is higher
than that of the structural equation model.

4.2. Result of case study. Use the collected data of C2C E-commerce credit evaluation
to establish the SEM. Firstly, according to current theory, it is assumed that there is
a significant correlation between shop information, goods information, seller’s service
and C2C E-commerce credit. And then we use Amos22.0 to build structural equation,
inputting data and updating model to achieve optimal. The hypothesis SEM is shown in
Figure 1 (e1, e2, e3, . . . , e12, z4 are residual variables which ensure that the model can be
set up).

Figure 1. The hypothesis structural equation model

BP neural network model: we select 3-layer network architecture, use the 10 factors
of C2C E-commerce credit as the network input neurons, the credit rank after clustering
analysis as output neurons, the original credit rating as expectations output, based on
trial and error ways to fix 5 hidden layer nodes, transfer function of hidden layer is tansig,
transfer function of output layer is purelin, learning rate is 0.01, using LM optimization
algorithm to train network, and applying early stop strategy in case of over-fitting. The
hypothesis of BP neural network model is shown in Figure 2.
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Figure 2. The BP neural network model

Table 3. The consistency index C of SEM and BP neural network

Model Mean Standard deviation
SEM 0.815 0.053
BP 0.837 0.047

Two models repeated 20 times to obtain the mean and the standard deviation of the
consistency index C, and the results are shown in Table 3. In the case study of C2C
E-commerce credit evaluation, BP neural network model’s consistency index C was 0.835,
which performed superior to SEM. It shows that the consistency index C of BP neural
network model is higher than that of SEM.

5. Conclusions. For the small sample size, little missing ratio and fewer restrictions on
data, BP neural network has better performance than SEM. Existing theory has proved
that BP neural network’s extraction of relationships has a non-specific feature; BP neural
network model can overcome the traditional statistical analysis method’s limitation, and
does not consider the specific form of the relationship between the variables. Compared
with structural equation model, BP neural network is still not used to identify potential
variables and build the assumption path which is in advance of existing theories. So BP
neural network is worth further popularizing in C2C E-commerce credit evaluation. The
next researching direction should be the complementarity study of BP neural network
and SEM in the C2C E-commerce credit evaluation.
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