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#### Abstract

This paper proposes a fast edge-preserving smoothing filter. Based on the intrinsic geometry of an image surface-geodesic distance which is used to measure the similarity of two pixels, this method can filter out noise with preserved edges and finescaled details. Moreover, its separable implementation is simple and fast, and can process efficiently color images as well as gray images. Simulation results of image denoising demonstrate the efficiency of the proposed algorithm.
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1. Introduction. Filtering is perhaps the most important operation of image processing and computer vision, and it is used extensively in the wide range of applications, including image smoothing and sharpening, noise removal, resolution enhancement, edge detection and so on. The simplest filtering should be linear translation-invariant (LTI), which calculates the filtering output according to the weight of neighbor pixels. Since the LTI filtering uses the same weighted model in each neighborhood, it can implement fast by using the simple convolution. For instance, Gaussian filtering which is widely used in image processing, computes the weights according to the Gaussian function. Although LTI filtering is very simple and is used extensively in early vision processing, it still has some disadvantages. LTI filtering smoothes the noise, but blurs important structures along with noise, and outliers exert large influence on filtered outputs.

In order to overcome the shortcomings of linear filtering, many nonlinear filtering methods are proposed by researchers. Currently, bilateral filter $(\mathrm{BF})$ is a relatively popular filtering method for preserving edge. BF was first proposed by Aurich and Weule [1] and called as nonlinear Gaussian filter. From then on, Tomasi and Manduchi [2] rediscussed this method and called it bilateral filter (BF). Similar to the Gaussian filtering, BF's output at one point $P(x, y)$ is also the weighted average of local neighbor pixels. However, BF's weight does not only depend on the distance between center pixel and neighborhood pixels, but also depend on the grayscale (color) distance among them. In the smooth area, since the pixel values in the local neighborhood are close to each other, the weight is mainly decided by the space distance. Nonetheless, in the non-smooth area, the pixel values changed dramatically, therefore weights are greatly influenced by the grayscale (color) distance. Bilateral filtering can effectively remove noise with well-preserved details of original images [3-7]. However, implementing BF method directly will be slow. Reducing the complexity of calculating will be still challenging $[8,9]$.
Lately, based on the kernel regression (attenuation) framework, Takeda et al. [10] unified the Gaussian filtering and BF method, and proposed a novel method of image filterlocally adaptive regression kernels (LARK). Compared with traditional filtering methods, LARK uses the structure tensor as the kernel regression to measure similarities between the pixels.

In fact, the structure tensor is similar to the geodesic distance. Geodesic distance is the intrinsic geometry of the image surface, which can reflect the characteristics of the image structures better and measure similarities among pixels more accurately compared with Euclidean distance. Therefore, the geodesic distance filtering method will be more effective. However, geodesic distance's calculation is much more complex than the Euclidean distance. From the point of view of graph theory, the essence of calculating geodesic distance should be how to get the shortest path. Although, some fast algorithms have been proposed [11,12], the target of researchers is still to reduce the amount of calculation.

In this paper, firstly we discuss the geodesic distance in one-dimensional space and propose a fast algorithm based on the additivity of one-dimensional distance. Then it will be generalized to two-dimensional images, and a fast separable geodesic filtering algorithm will be proposed. The filtering method is simple and has a linear time implementation. The experimental results show that competitive results can be achieved in image denoising and joint filtering.

## 2. The Fast Separable Algorithm of the Geodesic Distance.

2.1. The geodesic distance. Suppose $I(x): \Omega \rightarrow R^{d}$ is an image ( $d=1$ for grayscale, $d=3$ for color), where $\Omega \subset R^{2}$ is a spatial coordinates domain. The geodesic distance $D(x, y)$ between pixel $x$ and pixel $y$ is defined as [13]:

$$
\begin{equation*}
D(x, y)=\min _{\Gamma \in P_{x, y}} d(\Gamma)=\min _{\Gamma \in P_{x, y}} \int_{0}^{1} \sqrt{\left\|\Gamma^{\prime}(s)\right\|^{2}+\gamma^{2}(\nabla I(s) \cdot \mathbf{u})^{2}} d s \tag{1}
\end{equation*}
$$

where $P_{x, y}$ is a set of all paths connecting $x$ and $y$, and $\Gamma$ is such a representation of arc-length parameterization. $\nabla I$ and $\Gamma^{\prime}(s)$ separately mean derivatives of image gradient and the path. The unit vector $\mathbf{u}$ is along the tangent direction path of $\Gamma$. The weight of balance image gradient and space distance is $\gamma$. For digital images, $\Gamma$ is a connection between $x$ and $y$ in 8-connected space neighborhood pixels of discrete sequence. $\left\{p_{0}=\right.$ $\left.x, p_{1}, \cdots, p_{n-1}, p_{n}=y\right\}$, so

$$
\begin{equation*}
d(\Gamma)=\sum_{i=1}^{n} d_{i, i-1}=\sum_{i=1}^{n} \sqrt{1+\gamma^{2}\left\|I\left(p_{i}\right)-I\left(p_{i-1}\right)\right\|_{2}} \tag{2}
\end{equation*}
$$

where $\|\cdot\|_{2}$ is $L_{2}$ norm.
Simply, the geodesic distance between two points $-x$ and $y$ is the shortest distance along the surface. Directly, if the geodesic distance between two points is smallest on image $I$, definitely there will be a shortest path about color changes. The small geodesic distance shows more similarities between two points.

No matter the classic Gaussian filtering, bilateral filtering, or geodesic filtering, they are used to measure similarities among pixels and to combine neighborhood information for filtering. So they could be a unified form as the following [10]:

$$
\begin{equation*}
\widetilde{I}(x)=\sum_{y \in U(x)} K(x, y, I(x), I(y)) I(y) \tag{3}
\end{equation*}
$$

where $\widetilde{I}(x)$ is the filtering output on the point of $x, U(x)$ is the neighborhood using the point $x$ as the center point. (For the simplicity, square neighborhood is chosen.) $K(x, y, I(x), I(y))$ is the kernel function. It shows that the Gaussian Filter is $K(x, y, I(x), I(y))=\exp \left(\frac{\|x-y\|^{2}}{\sigma_{s}^{2}}\right)$, if the kernel function is only related with space distance; it shows that the bilateral filter is

$$
K(x, y, I(x), I(y))=\exp \left(\frac{\|x-y\|^{2}}{\sigma_{s}^{2}}\right) \exp \left(\frac{\|I(x)-I(y)\|^{2}}{\sigma_{r}^{2}}\right),
$$

if the kernel function is only related with space distance and grayscale distance; it shows that geodesic filter is $K(x, y, I(x), I(y))=\exp \left(\frac{D(x, y)}{\sigma_{r}^{2}}\right)$, if the kernel function is the geodesic distance function, where $\sigma_{s}, \sigma_{r}$ control the weight.

Figure 1 compares the results of the weight for different filtering methods. It is summarized that the geodesic distance could affect images' structures and measure the similarity between pixels better. Therefore, the filtering method based on geodesic distance can get better effective results.


Figure 1. The comparison of weight for different methods: (a) original image; (b) Gaussian weight; (c) bilateral filtering weight; (d) geodesic distance weight
2.2. The fast algorithm. Although the geodesic distance weight could enhance the filtering effectiveness, Formula (1) shows that the calculation of geodesic distance is more complex compared with the Euclidean distance. In order to work out all of possible paths between two points, the complexity of calculating geodesic distance must be reduced. Next let us discuss it in two conditions as follows.
(a) One-dimensional situation. Firstly, let us consider Formula (1) in the situation of 1-D, and that is to say a 2-D image should be disintegrated to curves in 1-D.

Suppose $u(x):[a, b] \rightarrow R$ is random, from Formula (1), for the random point $y \in[a, b]$, the geodesic distance is between the point $a$ to $y$. In order to distinguish Formula (1) in two-dimensional situation, here $d(x, y)$ is used for expression:

$$
\begin{equation*}
d(a, y)=d(\Gamma)=\sum_{i=1}^{n} d_{i, i-1}=\sum_{i=1}^{n} \sqrt{1+\gamma^{2}\left\|u\left(p_{i}\right)-u\left(p_{i-1}\right)\right\|_{2}} \tag{4}
\end{equation*}
$$

where $\Gamma$ is a discrete series $\left\{p_{0}=a, p_{1}, \ldots, p_{n-1}, p_{n}=y\right\}$ between point $a$ and point $y$. On 1-D curve, the connection of discrete series between point $a$ and point $y$ is unique. So the minimum operation is not necessary.

Since on 1-D curve the distance between two points is with the feature of additivity, the random geodesic distance $x, y \in[a, b]$ can be expressed as: (suppose $x \leq y$ )

$$
\begin{equation*}
d(x, y)=d(a, y)-d(a, x) \tag{5}
\end{equation*}
$$

According to Formula (5) for computing the geodesic distance, firstly the geodesic distances among point $a$ and other points should be computed, and then subtraction should be programmed. Nevertheless, it is simple to calculate the geodesic distances among point $a$ and other points, and that means two points in neighborhood should be calculated firstly:

$$
\begin{equation*}
d_{i, i-1}=\sqrt{1+\gamma^{2}\left\|u\left(p_{i}\right)-u\left(p_{i-1}\right)\right\|_{2}} \tag{6}
\end{equation*}
$$

Then the cumulative sum should be done. Therefore, according to Formulas (4) and (5) for computing the geodesic distance, the amount of computing is $N$ (the number of
points on the curve of discrete series). However, according to Formula (1) or (2), the amount of computing is $\frac{1}{2} N(N-1)$.
(b) Two-dimension situation. In the previous section, Formula (5) provides the fast algorithm of the geodesic distance in the situation of 1-D, but it cannot be generalized to 2-D. Because in the situation of 2-D the path is not unique, the distance could not be added together.

For applying the fast algorithm obtained in the situation of 1-D, one of effective methods is to process each dimension of 2-D image separately. For digital images, operation should be done according to rows firstly and columns secondly. In order to get the effective information of other pixels in neighborhood, iteration should be done three times in the experiments. (One time means one row's processing firstly and one column's processing secondly)

Although in the program mentioned above combination of the arc length was used instead of the geodesic distance, it is not the true geodesic distance. However, the following experiments will show that the results could be more similar to the geodesic distance with smaller amount of calculations.

The conclusion of FSGF is as the following.

```
Fast separable geodesic filtering algorithm FSGF
    Suppose \(I(x)\) is the input image, make \(k=0, \ldots, K\) (iterations), \(I^{0}(x)=I(x)\).
    1 Filter \(I^{k}(x)\) row by row by using 1-D geodesic filtering method, where geodesic
        distance follows Formulas (4) and (5), and record the filtering result as \(I_{r}^{k}(x)\);
    2 Rotate \(I_{r}^{k}(x)\) clockwise about \(\pi / 2\), repeat the step 1 column by column, and record
        the filtering result as \(I_{c}^{k}(x)\);
    3 Contrarotate \(I_{c}^{k}(x)\) about \(\pi / 2\), record it as \(I^{k+1}(x)\);
    4 If \(k+1=K\), stop the operation; otherwise, repeat the step 1 ;
```

3. Joint Geodesic Distance Filtering. On the same occasion, when there are several unideal images, one of logical methods is to joint these images for better results. For instance, when the photos are taken in dark environment, flash is needed for strong lighting to get high signal noise ratio (SNR). However, the color of images will be darker, such as Figure $5(\mathrm{a})$. If the photo is taken with non-flash, colorful information will be provided with high SNR, such as Figure 5(b). For getting more vivid and colorful images, one of best methods is to use guided flash images function by using the feature of clear edge, dark color and high SNR for getting non-flash images. This joint filtering theory could be implemented simply and rapidly by taking advantages of the separable geodesic distance method.

In order to be able to monitor image edge information, the local neighborhood filtering Formula (3) can be changed as follows:

$$
\begin{equation*}
\widetilde{I}(x)=\sum_{y \in U(x)} K(x, y, g(x), g(y)) I(y) \tag{7}
\end{equation*}
$$

where $\widetilde{I}(x)$ is the result of joint filtering, $I(x)$ is the input, and $g(x)$ is the guided image. Joint filtering Formula (7) can be explained as the following: denosing images with no significant fuzzy edge could be implemented by using the information provided by guided image $g(x)$ and the weight structured self-adaptively.
4. Results and Discussions. Based on geodesic distance, the filtering method provides better edge-preserving features, and it is obviously better than traditional methods on balanced filtering and running time with the simple algorithm and smaller amount of calculations. The experiments in this section are all implemented in the environment of Matlab7.0. All the experimental test images are given in Figure 2.


Figure 2. All experimental test images
4.1. Image denoising. Denoising is the most basic and important step in image processing. In experiment 1, the proposed algorithm is evaluated and compared with many other existing techniques, including BF [2] and LARK [10] for enhancing the feature of better denoising effects and shorter running time. In the experiments, the size of neighborhood uses the unified 11*11 square window. Other parameters will be taken artificially for making each method most optimal. The simulation of noises is all Gaussian noises added by the value of zero average, and standard deviation is separate $\sigma=[10,15,20,25]$. For comparing the effectiveness of the denoising objectively, PSNR (peak signal-to-noise ratio) is taken as evaluation criterion, and it is defined as follows:

$$
\begin{equation*}
\text { PSNR }=10 \lg \frac{N \times 255^{2}}{\sum_{i=1}^{N}\left(u(i)-u^{*}(i)\right)^{2}} \tag{8}
\end{equation*}
$$

where $N$ means the number of images' pixels, $u$ is the original vivid image, and $u^{*}$ is the filtered image.

The relative PSNR results are summarized in Table 1 and Table 2 and calculating time of various methods has been considered in this paper. From Table 1, we can notice that our method is more excellent than other traditional methods for better denoising effectiveness. The average rising of PSNR value is 0.6 dB . Furthermore, according to the geodesic distance Formula (4), the method could be implemented on color images directly. Since jointing 3 passageways' information $-\mathrm{R}, \mathrm{G}$, B the advantages of this method are more outstanding for color images. Although LARK could get the best result, Table 2 shows the running time is much longer than the others.

For visually comparing each method's effectiveness of denoising, some visual examples for the "peppers" and "butterfly" test image are shown in Figure 3, where the value of

TABLE 1. Comparison of filtering results for different methods (dB)

| $\sigma$ | 10 | 15 | 20 | 25 | 10 | 15 | 20 | 25 | 10 | 15 | 20 | 25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Input PSNR | 28.13 | 24.61 | 22.11 | 20.17 | 28.13 | 24.61 | 22.11 | 20.17 | 28.13 | 24.61 | 22.11 | 20.17 |
| Grayscale | Lena $256 \times 256$ |  |  |  | Peppers $256 \times 256$ |  |  |  | Cameraman $256 \times 256$ |  |  |  |
| BF | 31.67 | 29.57 | 28.26 | 27.1 | 33.09 | 30.84 | 29.22 | 27.89 | 32.53 | 30.22 | 28.69 | 27.20 |
| LARK | 32.15 | 30.24 | 29.12 | 28.35 | 33.78 | 31.59 | 30.32 | 29.26 | 32.79 | 31.05 | 29.21 | 29.30 |
| FSGF | 32.09 | 29.84 | 28.38 | 27.42 | 33.28 | 31.31 | 29.72 | 28.79 | 32.63 | 30.24 | 28.70 | 27.50 |
| Color | Bird $481 \times 321$ |  |  |  | Butterfly $481 \times 321$ |  |  |  | Starfish $481 \times 321$ |  |  |  |
| BF | 35.50 | 32.72 | 30.98 | 29.40 | 31.97 | 29.75 | 28.19 | 27.10 | 31.25 | 29.53 | 28.05 | 26.77 |
| LARK | 36.89 | 34.86 | 33.75 | 32.89 | 33.65 | 31.75 | 30.26 | 29.23 | 33.21 | 31.35 | 30.10 | 29.05 |
| FSGF | 36.71 | 34.58 | 33.08 | 32.01 | 33.40 | 31.28 | 29.83 | 28.71 | 32.93 | 30.79 | 29.35 | 28.31 |

Table 2. Comparison of running time for different methods (second)

| Size of image | BF | LARK | FSGF |
| :---: | :---: | :---: | :---: |
| $128 \times 128$ | 0.2791 | 15.37 | 0.2256 |
| $256 \times 256$ | 0.9647 | 61.45 | 0.6323 |
| $215 \times 512$ | 3.6897 | 242.37 | 1.8854 |
| $1024 \times 1024$ | 13.2384 | 1138.51 | 6.7402 |


(a) Noise image
(b) BF
(c) LARK
(d) FSGF

Figure 3. Results for test images of peppers and butterfly

Gaussian noise is $\sigma=25$. It shows that the method mentioned in the paper could filter the noise without obvious fuzzy edge.
4.2. Joint denoising. On the same occasion, when there are several unideal images, the most common method is to use the joint filtering for better images. Let us take below two cases for verifying the effectiveness of the method in joint filter application. Firstly, Figure 4 shows the simulation results of composite images. Where, Figure 4(a) is a guided image, which composes of geometry with different shapes and different grayscales; Figure 4(b) is the original image with the same edge structure and different grayscales' comparison; Figure 4(c) is the noised image pulsed by the standard deviation $\sigma=100$ of Gaussian noise with the value of zero, so edge information is almost submerged in strong noise; Figure $4(\mathrm{~d})$ is the joint filtering output by using Figure 4 (a) as the supervisory signals to do joint filtering for Figure 4(c). Obviously, although the image was influenced by strong noises, the joint filtering method mentioned in this paper could restore the original signal better.

Next for the true flash and no-flash images, Figure 5 compares the filtering results with the guided image function and without the guided image function. Figure 5(a) is a flash image, Figure 5(b) is a no-flash image, Figure 5(c) is the filtering result without using the conclusion of Figure $5(\mathrm{a})$, and Figure 5(d) is the filtering result with guided image of Figure 5(a). Obviously, the joint filtering result shows better effects. Because the joint filtering used the information provided by guided function, more adapted weights average has been gotten for image's structure.


Figure 4. Performance of the joint filtering. (a) Guided image. (b) Original image. (c) Noised image. (d) Denoised results using joint filtering.


Figure 5. Flash/no-flash denoising. (a) Flash image. (b) No-flash image. (c) Denoised results without using (a). (d) Denoised results using joint filtering.
5. Conclusion. This paper proposed the fast image-filtering method based on the separable geodesic distance. Firstly, the fast separable algorithm of the geodesic distance in one-dimensional space was discussed. Then it was generalized to two-dimensional images according to using the simple method in one-dimensional space repeatedly. Finally, the fast image filtering method - the separable geodesic filtering method was concluded. This method is not only simple with small amount of calculation, but also with a good approximation of geodesic distance. Simulation results show that the proposed method is obviously superior to traditional methods both on the balanced filtering effectiveness and the running time.

For the future work, we would like to investigate more sophisticated schemes to apply geodesic filtering method to other noise, for example, impulse noise. And we would also like to extend our approach to more application, including image matting, image colorization and so on.
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