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Abstract. In this paper, the amplitude modulation scheme from the conventional com-
munication system is combined with Evolved Bat Algorithm (EBA) in order to amplify
the diversity of the artificial agents in the searching process. By increasing the diversity
of the artificial agents, the searching capacity of EBA is improved, accordingly. To test
the accuracy on finding the near best solutions, 4 benchmark functions with known global
optimum are used in the experiments. The experimental results are compared with EBA
under the same experimental environments and the equal conditions. The experimental
results indicate that our proposed scheme improves the accuracy on finding the near best
solution about 37.207% in average. The minimum improvement is 7.282%; the maxi-
mum improvement is 99.942%. According to the experimental results, the improvement
of EBA by our proposed scheme is significant.
Keywords: Evolved Bat Algorithm, Swarm intelligence, Artificial agents, Optimization

1. Introduction. With the rapid improvement of computers in the computing power
and the storage capacity, methods in soft computing become one of the options for find-
ing solutions to engineering problems. Many methods, which are inspired by creatures in
Mother Nature, in soft computing such as evolutionary algorithms and swarm intelligence
are proposed one after another. For example, Chu et al. propose Cat Swarm Opti-
mization (CSO) [5,6] for solving numerical optimization problems; Karaboga proposes
Artificial Bee Colony (ABC) [7] based on simulating the behavior of honey bees; Yang
proposes Bat-Inspired Algorithm (BA) by simulating the behaviors of bat hunting for
its prey. Although the algorithms listed above present good performance in finding near
best solutions, they still have some drawbacks that can be improved. Hence, Tsai et al.
present the Enhanced Parallel Cat Swarm Optimization (EPCSO) [12] by parallelizing the
structure of CSO and combining the Taguchi Method to improve the searching accuracy;
Interactive Artificial Bee Colony (IABC) [13] is proposed to avoid the early convergence
problem; Evolved Bat Algorithm (EBA) [14] is proposed to improve the performance of
the original BA. The algorithms in swarm intelligence have also been employed to solve
many engineering problems. For instance, CSO series algorithm is successfully used in
optimizing Artificial Neural Network (ANN) [16], Wireless Sensor Network (WSN) de-
ployment [9,10] and aircraft recovery problem [12]; IABC is used in foreign exchange rate
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forecasting [1,2], producing stock investment portfolio [4], and assisting the continuous
authentication system [8,11]; EBA is used in constructing the recommended stock port-
folio [3] as well. Other applications with swarm intelligence can also be found in the
literature [15]. When using EBA to solve numerical problems in optimization, we notice
that the diversity of every artificial agent is not significant. Hence, we propose a strategy
based on the amplitude modulation, which is involved in this work, to improve EBA on
finding the near best solutions. The rest of the paper is composed as follows: the related
work is briefly reviewed in Section 2, our proposed scheme is described in Section 3, the
experiments and the experimental results are given in Section 4, and the conclusion is
given at last.

2. Review on Evolved Bat Algorithm. In 2012, Tsai et al. present EBA by redesign-
ing the operation of which BA generates new solutions. The most significant difference
between EBA and BA is that the control parameters are much simplified in EBA. Based
on the basic physics, the distance of which an artificial agent can cruise is estimated by
the distance calculation in the active sonar system. To use EBA in solving optimiza-
tion problems, a parameter, which stands for the media for transmitting the sound wave,
should be set to a constant. The chosen media directly affects the cruising range and
moving speed of the artificial agents in the solution space. It implies that this parameter
is crucial to the exploration and exploitation capacity of the algorithm. The movement
of the artificial agents in EBA can be described by Equations (1) and (2):

D = 0.17 · △T (1)

xt
i = xt−1

i + D (2)

where △T ∈ [−1, 1] is a random variable, D denotes the distance between the current
position to the prey, x stands for a solution obtained by the ith artificial agent, and t
identifies the number of current iteration.

Furthermore, an optional process, which is called the random walk process, provides
an opportunity for the artificial agents to further cruise one more step in the solution
space. The random walk process is deployed by chance. In other words, not all of the
artificial agents are able to take the random walk process after the standard movement
process. Once an artificial agent takes the random walk process, its solution is updated
by Equation (3):

xtR
i = β ·

(
xbest − xt

i

)
(3)

where xtR
i represents the artificial agent after the random walk operation, β denotes a

random number in the range of [0, 1], and xbest is the near best solution obtained in the
past iterations.

In addition, the most significant difference between BA/EBA series algorithms and
most of the swarm intelligence algorithms is that the greedy algorithm is employed in
BA/EBA series algorithms. It implies that the artificial agents can only be migrated
when the newly found solution provides better fitness value than the original one.

3. Our Proposed Scheme. To improve the diversity of the artificial agents, we pro-
pose an amplitude modulation strategy for EBA in the searching process. The amplitude
modulation is a signal modulation method widely used in the electronic communication
fields. It utilizes an alternating-current signal to provide the carrier waveform, and the
real signal (called the source modulation waveform) of which should be sent is involved in
shaping the amplitude of the carrier wave. In general, the highest frequency of the mod-
ulating signal is less than 10 percent of the carrier frequency. The amplitude modulation
technique can be commonly found in the conventional radio systems. A simple example
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of the amplitude modulation is given as follows. Considering a cosine wave as the carrier
wave of frequency fc and amplitude A given by Equation (4):

c(t) = A · cos(2πfct) (4)

where c(t) denotes the carrier waveform and t stands for the time.
In order to elaborate on the principle in a simple way, the source modulation waveform

is chosen to be a cosine wave of a frequency fm. The frequency of fm is much lower than
fc. The source modulation waveform is given by Equation (5):

m(t) = M · cos(2πfmt) (5)

where m(t) represents the source signal and M is the amplitude of the signal.
The output of the amplitude modulation result is depicted in Equation (6):

AM(t) = (1 + m(t)) · c(t) (6)

where AM(t) stands for the output signal of the amplitude modulation result. Figure
1 shows an example of a source modulation signal, a carrier signal, and the amplitude
modulation result.

Figure 1. An example of the amplitude modulation: (a) source modula-
tion signal, (b) carrier signal, (c) the amplitude modulation result

In our proposed scheme, an amplitude modulation signal is generated with pure cosine
signals by Equations (4)-(6) with fm = 50(Hz), fc = 1(kHz), and A = M = 1. The
iteration number is employed as t for generating the waves. To include our proposed
scheme in the process of EBA, the general movement of the artificial agent in Equation
(1) is replaced by Equation (7):

D = AM · △T (7)

To embed our proposed scheme in EBA, the process of the algorithm is described as
follows.

Step 1. Initialization: Randomly deploy the artificial agents into the solution space
and calculate their fitness values by the fitness function.

Step 2. Movement : Calculate the cruise distance by Equation (7) and move the artificial
agent by Equation (2). Every artificial agent has a 50% chance to further take the random
walk process by Equation (3). Evaluate all artificial agents and keep those present better
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fitness values than the original ones. The agents with worse fitness value give up the new
solution and step back to where they were before the movement.

Step 3. Update: Update the kept near best solution if there exists a solution with better
fitness value.

Step 4. Termination Checking : If the termination condition is satisfied, terminate the
program and output the kept near best solution. Otherwise, go back to Step 2.

4. Experiments and Experimental Results. To test the accuracy and the perfor-
mance on finding the near best solution of our proposed scheme, 4 test functions are used
in the experiment. The test functions are listed in Equations (8)-(11):

f1(X) = 20 + e1 − 20 · e−0.2

√∑n
i=1

x2
i

n − e
∑n

i=1

cos(2π·xi)
n (8)

f2(X) =
1

4000

n∑
i=1

x2
i −

n∏
i=1

cos

(
xi√

i

)
+ 1 (9)

f3(X) =
n∑

k=1

k∑
i=1

x2
i (10)

f4(X) =
n∑

i=1

x2
i −

n∑
i=1

cos (2π · xi) + 10 · n (11)

The value of the parameters used in the experiment are listed in Table 1.

Table 1. Parameters for the experiments

Iterations Population Size Dimension Initial Range Repeats

f1(X) 6 × 103 2 × 101 3 × 101 [−6 × 102, 6 × 102] 2.5 × 101

f2(X) 5 × 103 2 × 101 3 × 101 [−3.2 × 101, 3.2 × 101] 2.5 × 101

f3(X) 5 × 103 2 × 101 3 × 101 [3 × 100, 1.3 × 101] 2.5 × 101

f4(X) 5 × 103 2 × 101 3 × 101 [−5.12 × 100, 5.12 × 100] 2.5 × 101

Figure 2 shows the fitness value of the obtained near best solutions in all experiments.
The unit of the x-axis is the iteration number, and the y-axis denotes the fitness value.

The final fitness values obtained in the experiments are listed in Table 2.

Table 2. Final fitness values obtained by EBA and EBA with our proposed scheme

f1(X) f2(X) f3(X) f4(X)

EBA 3.135 × 101 1.311 × 100 1.541 × 101 9.118 × 101

EBA with our proposed scheme 1.810 × 10−2 1.133 × 100 1.429 × 101 6.563 × 101

According to the results listed in Table 2, our proposed scheme improves the final
results obtained by EBA. The reason is that our scheme provides larger diversity to the
individuals and increases both of the exploration and exploitation ability.

5. Conclusions. In this paper, we present an amplitude modulation scheme for improv-
ing the exploration and exploitation ability of EBA. The amplitude modulation signal
can be calculated off-line. Hence, the computational complexity is still the same as the
original EBA. To test the accuracy and performance on finding the near best solutions,
4 test functions are used in the experiments. The experimental results indicate that our
proposed scheme improves the searching accuracy 37.207% in average. The minimum and
the maximum improvements appear in test function f3 and f1, respectively.
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Figure 2. Experimental results of: (a) f1(X), (b) f2(X), (c) f3(X), (d) f4(X)
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