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Abstract. Recently, human action recognition in videos attracts increasing research in-
terests in computer vision. As a result, visual features are becoming crucial for human
action recognition in videos. In this paper, we propose Space-Time Binarized Normed
Gradients (ST-BING) as a new feature for action recognition and localization. This fea-
ture comprises both the static information and the non-static information of an action
performer. We use our ST-BING feature extracted from human action bounding boxes to
learn an action recognition and localization model in a cascaded Support Vector Machine
(SVM) framework. The binarized version of our feature is easy to extract with only a few
atomic operations. Using our feature and just trained by a simple linear SVM, we attain
better than state-of-the-art action recognition performance on a challenging dataset. At
the same time, our method produces good action localization results.
Keywords: Action recognition, Action localization, Computer vision, Space-time fea-
ture

1. Introduction. Human action recognition is a crucial research topic in computer vision
due to its applications in surveillance, video search and retrieval. A lot of global and local
representations have been proposed in action recognition task [1]. In recent years, many
local space-time representations have been widely used, for example dense trajectories [2]
and Space-Time Interest Points (STIP) [3]. Both of these two methods have a common
issue that they only focus on non-static parts of video [4]. Therefore, they cannot attain
the accurate action localization of the whole human body. We believe that non-static
parts of videos are important for action recognition and the relevant static parts are not
only important for action recognition but also vital for action localization. According to
the above conclusions, Ma et al. [4] proposed a new representation for action recognition
and localization and attained an impressive performance on some challenging datasets.

Different from their work, in this paper, we combine the non-static parts and the rel-
evant static parts of videos as features in an efficient way. We propose a feature called
Space-Time Binarized Normed Gradients (ST-BING), which is inspired by [5], for both
action recognition and localization. The ST-BING feature comprises two parts: Space Bi-
narized Normed Gradients and Time Binarized Gradients. The first part (Space Binarized
Normed Gradients) comprises the static part of an action performer that may contain the
whole human body in each frame. The second part (Time Binarized Gradients) comprises
the non-static part of an action that contains the change of the action position in the cur-
rent frame with the same position in the previous and back frame. Meanwhile, we use
the general pattern of the two stages cascaded SVM to learn the action recognition and
localization model with our ST-BING features.

Besides, in this paper, we evaluated the proposed ST-BING feature on a challenging
benchmark dataset UCF-Sports [6], a representative dataset of sports in action localiza-
tion. Using our feature and just trained by a simple linear SVM, we attain better or

993



994 D. WU AND W. XING

comparable to state-of-the-art action recognition performance. At the same time, our
method produces good action localization results.

The main contributions of this paper are: 1). A new ST-BING feature for both action
recognition and localization; 2). We apply the accelerated version of NG feature into our
ST-BING feature to speed up the feature extraction and testing process.

In this paper, we introduce some outstanding work in Section 2. In Section 3 we show
our ST-BING feature and the training method. We present our experiments results in
Section 4. Finally, Section 5 concludes our paper and make prospect.

2. Related Work. In the past decade, plenty of action recognition methods that use
the bag of STIP [3] have been proved to achieve good performance on many challenging
datasets, and some methods that use dense trajectories [2] also have performed well. How-
ever, the STIP or dense trajectories ignored the space-time relationships. Many methods
have been proposed to enhance the space-time relationships for action recognition. Ma et
al. [4] proposed the hierarchical space-time segment achieves good results. Our ST-BING
feature also enhances the space-time relationships with reserving the action performer
and motion information.

Action localization is not usually studied in action recognition, but it is quite common
in the study of action detection [7,8]. [7] proposes a spatio-temporal localization method
according to sliding window-based approaches in object detection. Based on [7], [8] learns
the mapping between a video and a spatio-temporal action trajectory by using max-margin
structured output regression. Nevertheless, relatively few works do both action recognition
and localization. Use holistic representations of the human body in action recognition
methods that have the foundation to localize the action performer, such as silhouettes
of action performer [9], space-time shape models [10] and Motion History Images (MHI)
[11]. These approaches may not be good enough to handle cluttered backgrounds and
occlusions in realistic videos.

[12] proposes a representation which combined the bag-of-words style statistical repre-
sentation and the figure-centric structural representation, which makes the representation
can localize an action. [13] extracts a large set of features for action recognition in the
videos and formulates them within a multiple instance learning framework, which sacrifices
the efficiency for improving accuracy to some extent. [14] proposes a unified framework to
solve the task of action recognition by combining human detection and pose estimation.
Our ST-BING feature contains both action performer body and motion information that
achieve better results in action localization, and at the same time the proposed method
can perform efficiently by using our extracting and matching algorithm.

3. Methodology. As mentioned above, the non-static part of human body may contain
the information of different actions and the static part may contain the pose of different
actions. We also observe that people have well-defined closed boundary with objects.
Based on this observation and the good result of [5] in object detection, we introduce a
simple 128D Space-Time Normed Gradients (ST-NG) feature. For finding a human action
in a frame, we use different sizes of window to scan over a frame. Each size of window is
defined by fixed scales and aspect ratios.

Firstly, we defined the location l of a window as: l = (i, x, y), where i and (x, y) are
size and position of a window respectively. Secondly, we extract the ST-BING feature for
each window and use a linear model w ∈ R128 to calculate the score. Our linear SVM
score is defined as: sl = ⟨w, stgl⟩, where sl is the score of each window calculated by the
linear SVM model w, and stgl is the ST-BING feature of each window at location l.

For each fixed window size i, we choose a small set of windows which are the most
likely to contain a target action by using Non-Maximal Suppression (NMS). Taking into
account the possibility that different size of window contains an action, we further define
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the score of human action as: actl = ai · sl + bi, where ai, bi ∈ R are learnt coefficient
and a bias term by a linear SVM for different size of window and actl is regarded as the
possibility of each window belonging to the target action category. The score of human
action actl is used in our method to re-rank the set of proposals from location of a window
l and make our results more robust.

3.1. Space-Time Normed Gradients (ST-NG) and human action. Inspired by [5],
we find that both action performer bodies and objects share a same characteristic in the
corresponding frame gradients even after resizing windows to a small fixed size (e.g., 8×8).
The characteristic is that both of them are stand-alone things with well-defined closed
boundaries and centers, even in a quite abstracted view. Since human is the performer of
an action, we will calculate the current frame time gradients with its previous and back
frame at the position where humans exist. This time gradients may contain the motion
information of one person. Instead of sliding a frame with different size of window, we first
resize the input frame to different quantized sizes, and for each three frame we calculate
the Space-Time Normed Gradients. In these resized normed gradients maps, every value
in an 8 × 8 × 2 region is defined as a Space-Time Normed Gradients (ST-NG) feature in
which dimensions are 128D for each fixed size.

Our new proposed ST-NG features are insensitive to change of translation, scale and
aspect ratio. And the time gradients feature at the position where humans exist produces
enough difference between different action categories.

3.2. Learning action recognition model with ST-NG. We follow the general idea
of the two stages cascaded SVM [15] to learn an action recognition and localization for
each frame of video.

Stage I. We use the ST-NG features of the ground truth action bounding boxes of
one class as positive training samples. The ST-NG features of the ground truth action
bounding boxes of other class are used as negative training samples. We also need to
random sample some background windows and extract their ST-NG feature adding to the
negative training samples. Using these training data, we can learn a single model w for
sl using linear SVM.

Stage II. Different size of window has different possibility to contain an action. Based
on this reason, we learn ai and bi in actl using a linear SVM [16]. After evaluating sl at size
i for training data, we get a set of proposals from different size. By using Non-Maximal
Suppression (NMS), we select a small set of proposals at each size i as the training samples
for Stage II and their Stage I linear SVM scores can be regarded as 1D feature.

Discussion. We show one of our Stage I linear model w in Figure 1. It is an 8× 8× 2
matrix which we reshape to a two 8 × 8 matrix for display. The left 8 × 8 matrix has a

Figure 1. sbx,y and tbx,y constitute our ST-BING feature extracted from
two binary normed gradient map sW×H and tW×H respectively.
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large weights along the borders that separate a human body from its background. The
right 8 × 8 one represents the action of one class.

3.3. Space-Time Binarized Normed Gradients (ST-BING). Inspired by [5] and
recent brilliant works in model binary approximation [7,8], we propose a binarized version
of ST-NG feature to speed up the feature extraction and testing process. Our learned
linear model w ∈ R128 can be divided into two 64D models, i.e., w1, w2. Both of them
can be approximated with a set of basis vectors. We take w1 as an example, w1 ≈∑Nw1

j=1 β1jα1j, where Nw1 denotes the number of basis vectors, α1j ∈ {−1, 1}64 indicates a
basis vector, and β1j ∈ R indicates the corresponding coefficient. We use a binary vector

and its complement to represent each α1j as: α1j = α+
1j − α+

1j, where α+
1j ∈ {0, 1}64.

A space-time binarized feature b can be divided into two parts, i.e., b1, b2. Our feature
could be tested using fast BITWISE AND and BIT COUNT operations [5,7],

⟨w,b⟩ =
2∑

m=1

⟨wm,bm⟩ ≈
2∑

m=1

Nwm∑
j=1

βmj

(
2
⟨
α+

mj,bm

⟩
− |bm|

)
. (1)

The key challenge is to find out a way to binarize our ST-NG feature efficiently and make
them easy to calculate. We divide our 128D ST-NG feature to two 64D features gl1,
gl2. Each of both can be approximated by Ngm half of Space-Time Binarized Normed
Gradients (ST-BING) features.

Normally, getting an 8×8 BING feature needs a loop computing access to 64 positions.
We can use a fast BING feature calculation algorithm, which uses atomic operations to
avoid loop computing. Firstly, we divide the ST-BING feature into the Space BING and
Time BING feature. After, we use a single INT64 and a BYTE variable to save a BING
feature bx,y and its last row rx,y, respectively. Then, we find a simple cumulative relation
between adjacent BING features and their rows. We use the BITWISE SHIFT operation
to shift rx-1,y by one bit which does not belong to rx,y and use BITWISE OR operation
to insert the new bit bx,y. In the same way, BITWISE SHIFT shifts bx,y-1 by 8 bits
automatically through the bits which do not belong to bx,y, and insert rx,y to update
bx,y. We can efficiently test each ST-BING feature bk,l of a window with the linear SVM
model which we learned in Stage I using:

sl = sl1 + sl2 ≈
Nw1∑
j=1

β1j

Ng1∑
k=1

C1j,k
+

Nw2∑
j=1

β2j

Ng2∑
k=1

C2j,k
, (2)

where Cmj,k
= 28−k

(
2
⟨
α+

mj,bmk,l

⟩
− |bmk,l

|
)

also can be tested using fast BITWISE and
POPCNT SSE operators.

We use the 1-D mask [−1, 0, 1] to calculate three directions gradients gx, gy, gt for each
window in frames. gx and gy are gradients in horizontal and vertical directions. gt is
gradients in time axis direction. By default, we calculate gradients in RGB color space.

4. Experiments. We present our results on the UCF-Sports dataset [6] to demonstrate
the effectiveness of our ST-BING feature in both action recognition and localization. This
UCF-Sports dataset is a challenging dataset and is taken from real sports broadcasts. It
consists of 150 videos of 10 different classes of actions. We split the dataset into training
and testing data in the same way with [12]. We trained a separate classifier for each class
of actions. For each frame of video, we use 36 quantized sliding window sizes {(W,H)},
where W,H ∈ {10, 20, 40, 80, 160, 320}. For each window, we will get a 2×8×8 ST-BING
feature and use our trained classifiers to discriminate which class of action it belongs or
it does not contain an action. We chose the 10 highest score windows for each frame and
use the most of action category label as the frame action category label.



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.7, NO.5, 2016 997

Experimental Results. Firstly, we present our action recognition results on the
UCF-Sports dataset at Table 1. We compare our method with four state-of-art methods
[4,12,16,17]. Our method uses a quite simple feature compared with these methods and
attains better than, or comparable to these method performance in action recognition.
Table 1 shows our method performs better than [4,12,17], and achieves comparable clas-
sification performance with [16]. To assess the result of our method, we can intuitively
see the importance of our ST-BING feature which contains both human body and mo-
tion information. In the experiment, we try different parameters of linear SVM and the
performance of our feature is quite stable in action recognition.

Meanwhile, we present our action localization results on the UCF-Sports dataset at
Table 2. It shows some localization result on part of video frames in the UCF-Sports
dataset. We use the average IOU (intersection-over-union) to compute the localization
score over tested frames. The method [12] can only cope with a subset of frames to
present part of localization results and the method [4] can produce localization results on
all frames, so we chose the highest average IOU of these two methods respectively. We can
see that our method performs better than [12] at almost 10 classes, and also better than
[4] on 7 out of 10 classes. The method [7] and [8] can only produce action localization
results on running, diving and horse-riding of UCF-Sports dataset. Our method performs
better than [7,8] in the diving class but in running and horse-riding classes we got lower
performance. The size of sliding windows of our method is very important. We use as
many as possible different sizes window to detect an action and in the future work we may
use an SVM to choose the sliding window size instead of hand-crafted. Figure 2 shows
more action localization results by using our ST-BING feature in the UCF-Sports video

Table 1. Pre-class classification accuracy on the UCF-Sports dataset

Method Accuracy
Ma et al. [4] 81.7%
Wang and Sahbi [16] 85.2%
Raptis et al. [17] 79.4%
Lan et al. [12] 73.1%
Our method 85.4%

Table 2. Average IOU on the UCF-Sports dataset in action localization

dive golf kick lift ride run skate swing-b swing-s walk Avg.
[7] 22.6 – – – 62.2 50.2 – – – – –
[8] 37.0 – – – 68.1 61.4 – – – – –
[12] 43.4 37.1 36.8 68.8 21.9 20.1 13.0 32.7 16.4 28.3 31.8
[4] 44.3 50.5 48.3 51.4 30.6 33.1 38.5 54.3 20.6 39.0 41.0

Ours 52.1 47.2 53.5 58.2 32.3 35.1 42.6 51.7 38.6 36.4 44.8

Figure 2. Action localization results in real videos



998 D. WU AND W. XING

dataset. Two rectangle blocks in each photo represent the ground truth bounding box of
action and our action localization results, respectively.

5. Conclusion and Future Work. In this paper, we propose a new ST-BING feature
which can be easily extracted and effectively localize and recognize an action that hap-
pened in videos. Some previous methods such as STIPs and dense trajectories may be
only able to recognize an action; our new ST-BING feature preserves both human body
and motion information that make us also localize an action at the same time. Because
of sliding window, our method can deal with not only one action in a frame. One direc-
tion is to make our method more robust to low frame rate video. A promising direction
for future work is to apply more advanced machine learning techniques to achieve better
performance on action recognition and localization.
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