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ABSTRACT. This paper proposed a movel control architecture with the combination of
a PD-type controller and a CMAC-neural network (CMAC-NN) controller to achieve
the precision position loop control under system that has the rough model only. PD-
type controller is designed as a stabilizer controller and a CMAC-NN is constructed as
a learning controller to alleviate the dependency to system parameters. The CMAC-
NN detects the output error and the output of PD-type controller to update the CMAC
weights by a real-time learning algorithm. Then the summation of PD-type controller
and CMAC-NN controller is sent to the DC motor system, and the experimental results
demonstrate the effectiveness and robustness of the proposed scheme.
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1. Introduction. Most traditional controllers design usually requires the mathematical
model of system. Unfortunately, an exact plant model is difficult to be obtained in most
real systems. Engineers usually spend a lot of time to obtain so called nominal model with
bounded uncertainty and accordingly to design a robust control law. That is assuming the
system models are unknown or partially known, and traditional control laws are difficult
to be implemented. In the past two decades, many researchers proposed intelligent control
schemes, such as fuzzy based, neural network based, or hybrid fuzzy neural based schemes,
and spent a lot of strength to overcome these problems.

Fuzzy based scheme uses IF-THEN linguistic rule to achieve a robust controller [1-3].
It usually requires expert experience to obtain better performance. Neural network based
scheme emphasizes self-learning ability to reduce the dependence on experts [4]. Gorgeous
mathematical analysis has proved its feasibility. However, complex calculations often limit
the practical application. Learning process usually requires a long computation time and
cannot be applied to real time control problem. Other investigators also presented learning
control schemes for improving the control performance of traditional control methods or to
solve the unknown model problems [5,6]. Based on the repetitive operations, the control
objective can be achieved perfectly under system that has invariant system model. It is
also not suitable for real-time control problem. For unknown or partially known system,
how to use a simple and low-cost method to solve the real time control problem is the
main research objective of this paper.

Miller et al. in [7] proposed a real-time learning scheme for industrial manipulator
control using the CMAC-NN. In [7], the CMAC-NN is used to learn the inverse dynamic
of industrial robot by adjusting the weights in the CMAC-NN on-line based on the obser-
vations of the robot input/output relationships. The combination of CMAC and a fixed
gain controller makes the real-time control possible. However, Miller’s results showed to
obtain small enough average position errors require 8 trials at least, and how to improve
this scheme is our concern.
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Extending our previous research results [8], we construct a different combination of PD-
type controller and CMAC-NN to achieve real-time learning control objective. Generally,
learning an optimal control signal belongs to an unsupervised learning field. It is a
difficult problem because of lacking a teacher as model. The designer must take many
indirect learning schemes, such as chain rules, to adjust the memory weights and spent
longer calculation time. To accelerate the learning speed, a teacher is required. In our
observation, take the PD-type controller’s output as the teacher of the CMAC-NN, a
virtual teacher is beneficial to the learning operation. Though the PD-type controller’s
output is not the optimal control signal, it is better than nothing. The simulation and
experimental results proved the feasibility and success of the proposed scheme, different
to other researchers that only show the simulation results [9,10].

The remainder of this paper is organized as follows. Section 2 is a brief description
about the principle of CMAC-NN. Section 3 shows the architecture of the proposed hybrid
controller. How to update the memory weight also appears in this section. Experimental
system setup, simulation and test results are shown in Section 4. Finally, the conclusions
are stated in Section 5.

2. Brief Description of CMAC-NN. The CMAC-NN is proposed by Albus [11] in
1970s. It is similar to the neural structure of the human cerebellum and possesses the
characteristics of rapid learning and quick responses. In a table look-up fashion, it pro-
duced a vector output in response to a state vector input. Just like the models of the
human memory, using local data to perform reflexive processing and achieve rapid learning
results. Figure 1 schematically depicts the CMAC-NN, and it uses a series of mappings
to transform input state S into output value y [4]. The mapping processes that satisfy
similar inputs activate similar memory addresses and produce similar outputs; restated,
if the input states are close in input space, then their corresponding sets of association
cells (fired memory) overlap. For example, if S; and S are similar (close), then S; acti-
vates the memory addresses ai, as, as, as, and Sy should activate the memory addresses
as, a3, G4, as OT a3, A4, A5, Ag. The outputs are said to be highly similar if two inputs
activate the same memory addresses. Lower similarity outputs would activate fewer same
memory addresses. Such architecture is the so called supervised learning and CMAC-NN
outperforms other neural network on learning speed, such as multi-layer neural network.
Therefore, let the output of PD-type controller be y4 and the output of CMAC-NN be y,
and CMAC-NN can learn the behavior of PD-type controller quickly and dominate the

desired output

physical memory

FIGURE 1. Schematic of CMAC neural network
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control job gradually. The characteristic of local reflexive action makes CMAC attractive
to on-line application in control system.

3. PD-tpye Controller with CMAC-NN Compensator. Figure 2 shows the pro-
posed hybrid controller architecture with PD and CMAC-NN. Even though the system
model is partially known only, a PD-type controller is easily tuned by using Ziegler-Nichols
method. To improve the control performance, a CMAC-NN is added, as shown in shadow
area of Figure 2. The feedback error signals, including position error and velocity error,
are sent to the CMAC-NN as the input state space. However, to adjust the memory
weight requires a teacher. Otherwise, CAMC don not know how to update the old mem-
ory weights. Because PD-type controller usually satisfied elementary requirement, maybe
it is not a perfect teacher, but it can be the next best selection. Therefore, in the memory
weight update operation, we select the output of PD-type controller as the teacher, and it
indicates the CMAC-NN how to adjust the memory weights. Quantization, fired address
mapping, CMAC output calculation, and the memory weights adjusted will be discussed
as follows.

Quantization —» Fired Ac!dress > e » CMAC output —
mapping memory
* t
Update rule
A
Error — Un
C d
omman N U Y
= » PD controller " L DC motor >
Urp

Position, velocity

FiGURE 2. Hybrid controller architecture with PD-type controller and
CMAC-NN

3.1. Quantization. The input values are sent to the CMAC-NN, and it first goes through
the quantization mapping () to produce a quantization level output for benefitting fol-
lowing fired address mapping. The quantization output can be described as

qi :Q(xiawimimximaxy%max); 1= 17---7”’ (]->

where n is the input numbers. The resolution of this quantization depends on the expected
maximum and minimum inputs, x; max and ; min, and on the number of quantization levels,
Gi max- High resolution will have good generalization ability but more memory is required.
Referring to our previous research [12] and Figure 3, the quantization level of each input
signal can be calculated as

sz(xz) = ceil ((:Bz - $imin)/ [(ximax - ximin)/(@limax - 1)]) (2)

where ceil(x), rounds the elements of x to the nearest integers towards infinity.
On dc servo control, the position command and motion speed are subject to the mech-
anism and the maximum and minimum value can be assigned first.
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FIGURE 3. Quantization mapping diagram

3.2. Fired address mapping. As described above, fired address mapping that must
satisfy similar inputs activates similar memory addresses and produces similar outputs.
Referring to Table 1, each quantization level then through V mapping outputs A* segment
addresses, A* the number of association (fired) memory cells. Table 1 lists the mapping
of quantization level and the segment address, in which the quantization level ., is
8 and A* is 4. For example, the quantization level 3 will map a group segment address
[UH, V12, V13, U14] = [5, 6, 3, 4] and 6 will map to [Ugl, V29, V23, U24] = [9, 6, 7, 8] After obtain-
ing the segment address of each input, the concatenating operation of the following will
generate the fired memory address used for recording the corresponding characteristics
value,

v; = concat(vj1, Vi, ..., Vjn), J=1,..., A" (3)

For example, assuming the feedback signal error and change of error equal (3,6) then the

segment addresses generated by error are [v11, V12, v13, v14] = [5,6,3,4] and by change of
error are [vgg, Vo, Va3, Uayg] = [9,6, 7, 8]. Then the concatenation operation can be expressed
as follows

Vi = concat[vy, va1] = concat[5,9] = 01011001 B

Vo = concat|vyg, v9s] = concat|[6,6] = 011001108

V3 = concatlvyz, ve3] = concat[3,7] = 001101118

V, = concat|vyy, va4] = concat[4, 8] = 010010008

TABLE 1. Segment address mapping

V1 | V1| U1
Vg | Uy | Uy | Uy
V3 | U3 | U3 | U3
Vg | Ug | Ug | U
V1 |V | V1| N
Vg | Uy | Vg | Uy

Segment address
DN W = O O | 00| ©

V3 | U3 | U3
V2 | U2
U1

1121345678

Quantization level

3.3. Output mapping. The finial mapping computes the output y by summing the
weights wy; located at the fired memory addresses. It can be described as

A*
y=> wy, (4)
j=1
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3.4. Updating the fired memory weights. On each control cycle ending, the hybrid
controller updates the fired memory addresses weights using the following steepest-descent
update rule:

wgiewbng%rﬁ%, i=1,2,.. . A" (5)
In this equation, ¥y, is the output of PD-type controller, y the CMAC-NN output, and
0 < B <1 the learning gain.

4. Simulation and Experimental Results and Discussion. In order to demonstrate
the feasibility of the proposed scheme, an experimental dc servo system is built as shown
in Figure 4. The control kernel is a dsPIC30F3010 MPU and the test data are recorded
on MPLAB workspace and plotted using EXCEL software. The built system has a rough
model. Figure 5 shows the simulation results using Matlab software and Figure 6 is the

FIGURE 4. Experimental system of dc servo motor
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FIGURE 6. Time response for step input and S curve input command

TABLE 2. Design parameters of CMAC-NN

Gmax A* T1imax | L1min | L2max | L2min ﬁ k:p k:d Open IOOp model

7 | 4| 800 |—800| 40 | —40 |0.9|37]0.119 | 4512/(s(s + 76.92))

experimental results. The associated design parameters of CMAC-NN are list as Table
2. In Figure 5, input command is 2Hz blue square wave. Red line is the output response
using only PD controller and green line is the output response using hybrid controller.
It is clear, adding the CMAC-NN achieves better tracking performance. Right side of
Figure 5 shows the PD part, CMAC part and the hybrid control signal. In Figures 6
and 7, the experimental results also show the better performance for step, S curve, and S
square wave tracking ability.

5. Conclusions. This paper proposes a hybrid control architecture integrating PD-type
and CMAC-NN to solve the rough system model problem. By adding CMAC-NN as a
compensator and letting the output of PD control as a teacher, it makes the proposed
scheme can be implemented easily by lower cost. The simulation and experimental results
demonstrate the feasibility and success of the proposed scheme. Because the space is
limited, more rigorous theoretical proof will appear soon in the near future.
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FiGUrE 7. Time response and output error for tracking S square wave command
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