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ABSTRACT. This paper presents a scale-invariant approach to detect the interest points
of images using complex network analysis. A network is built by considering each pizel
of an image as a network node, and two nodes are connected if the distance of their cor-
responding pizels is not longer than a distance parameter r. On the basis that multiple
values of r can naturally allow a multi-scale analysis of an image, each image is repre-
sented as a set of complex networks with different values of r. After an integration step,
interest points are spotted according to the normalized strength of each network node.
Ezxperiment results show the excellent performance of the proposed method under scale
changes of images.
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1. Introduction. Feature detection is an essential step in computer vision and image
processing. A feature is defined as an “interesting” part of an image, and features are
used as a starting point for many computer vision algorithms. Interest points, namely the
specific positions of some distinguishable points such as corners and edge points, usually
served as the lowest-level features in an image. A main application of interest points is to
signal points/regions in the image domain that are likely candidates to be useful for image
matching and view-based object recognition. Interest point detectors have also been used
as primitives for texture recognition, texture analysis and for constructing object models
from multiple views of textured objects.

The best-known interest point detectors include the Moravec algorithm, the Harris
and Stephens algorithm, the SUSAN detector and affine-adapted interest point operators
[1-6]. In the Moravec algorithm [2,3], interest points are spotted according to the grey
value differences between a window and windows shifted in several directions. Harris and
Stephens [4] improve the approach of Moravec by using the auto-correlation matrix. The
SUSAN detector [5] is based on the minimization of the local image region of each pixel
and uses this region as the smoothing neighborhood for a noise reduction method.

One of the main difficulties of feature extraction is to obtain invariance to scale changes.
Two scale-invariant detectors, are proposed in [6,7] by using the scale-space extrema in
the LOG and DOG of images, respectively. Such methods have been demonstrated to be
highly useful in practice, yet other approaches are still worth exploring.

Complex networks can be conceptualized as an interface between graph theory and
statistical physics [8]. The study of complex network is an active area of scientific research
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inspired largely by the empirical study of real-world networks such as computer networks
and social networks. One of the main reasons why complex networks have become so
popular is their flexibility and generality in representing virtually any natural structure
[9]. Thus, various studies include investigations on how to represent a problem as a
complex network, followed by an analysis of its topological characteristics and feature
extraction.

The use of tools and techniques of complex network analysis in computer vision is an
appealing scientific topic that has been stated in recent years [10]. A general framework
to integrate the area of computer vision research and complex networks is proposed in
[11]. In [12,13], complex networks are used for modeling texture. In [14], an interest point
detector using local centrality measures of corresponding complex networks has shown
the value of complex network analysis in interest point detection.

In this paper we introduce a scale-invariant approach to detect the interest points of
images using complex network analysis. An image is represented as a set of weighted
complex networks that give information about image pixels and their neighbors. Each
network has a different value of the distance parameter r, which allows a multi-scale
representation of the image. Interest points are detected according to the node strength
values after an integration step. This approach differs from the existing ones mainly in
its complex network analysis and the scale-invariance of the points detected.

2. Interest Point Detection Based on Complex Network Analysis.

2.1. General algorithm. For clarity, we first give the general algorithm before we ex-
plain the detailed process.

Step 1 Network Generation. Each image is associated with a set of networks with
different values of the distance parameter r.

Step 2 Node Strength Calculation. For each image, calculate the strength of each
node in all of its associated networks.

Step 3 Integration of Information in Different Networks. For each pixel in
an image, compare the strength values of its corresponding node in all the associated
networks, and only keep the maximum.

Step 4 Detection. Spot interest points according to the strength value of each node
that is kept in the integration step.

2.2. Network generation. From a mathematical point of view, a gray-level image [
of size N x N is a non-negative matrix I = (I,,) € Myxy such that every entry I,
has an integer value (typically between 0 and 255 if we are dealing with 8-bit images),
where z and y are the Cartesian coordinates of the pixel I,,. One of the first complex
network models for image was introduced in [11]. If I is a gray-level image of N x N
pixels, we can associate to it a weighted network G = (X, E) with |X| = N? nodes so
that each node corresponds to a pixel of I, and the weight of each link (i,7) € E is
w(i, ) = ||fi — ﬁ\|2, where || - ||2 denotes the Euclidean norm and f; is a feature vector
that describes some local visual properties about the respective image pixels. Most of the
classic interest point detectors are designed on the basis of the idea that interest points
have high gradient values compared to their surrounding pixels. Thus, it is reasonable to
set the weight of each edge to be the difference of pixel intensity between two nodes.
The main disadvantage of the idea introduced in [11] is the heavy computational cost
largely because the network is always a complete weighted graph. To avoid this disad-
vantage, we introduce a distance parameter r: the nodes associated to two pixels are
connected by an edge only when the Euclidean distance between their corresponding pix-
els is not longer than r. As a result, the complexity of generated networks is largely
reduced, and the local nature of the interest points detected can be guaranteed.
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2.3. Combination of complex network analysis with multi-scale representation
of images. In fact, different values of r naturally allow a multi-scale representation of
the image. The rationale is that by using multiple values of r, information of local regions
with different sizes can be obtained. In the case of scale changes, it is clear that a high
value of r is suitable for a high resolution image. Thus, we use a set of values of r in our
method: for each image, a set of networks are generated with r =2,3,4, ..., "max.

Remark 2.1. Note that we do not set r equal to 1. This is because when r equals 1, each
node is only connected with the nodes corresponding to pixels in its 4-neighborhood in the
image. In this case, only four directions parallel to the rows and columns of the image are
used, causing inaccurate representation of the intensity differences between pizels.

Remark 2.2. The value of rmay is dependent on the resolution of the image. For example,
if an image is shrunk by a factor of 2, then its ryax becomes ryay /2. The ratio between
the two ryax 1S exactly the scale factor between the images.

Remark 2.3. For a high resolution image, the use of low values of r is still necessary.
Even images of high resolution have abrupt changes of pizel intensity, and thus we use all
the integers from 2 to Tmax as values of r.

2.4. Calculation of node strength. The detection step is based on the detection of
key nodes in networks. Many different methods have been proposed to spot key nodes
in complex networks [15]. Most of these methods use the index of node degree, which is
defined as the number of links incident upon a node. Since only weighted networks are
generated in this work, we calculate the strength of each node in every network instead.

Definition 2.1. Let G = (X, E) be an undirected network. If i € X, its node strength is
given by s(i) = > w(i,j), where w(i,j) is the weight of link (i, j).
(i,)eE
Since the weight of each link is the difference of pixel intensity between two nodes, node
strength is an appropriate measure of local property of images.

2.5. Integration of information in different networks and final detection. Recall
that a set of networks with different r are generated for each image, so we propose a
method to integrate the information of all the networks together. We first normalize the
strength of each node: for each network, we set s(i) = (5(4) — Smin)/(Smax — Smin), Where
Smax and sy, are the maximum and minimum of node strength of all the nodes in the
network being considered, for every i € X. Note that each node in a network corresponds
to a pixel of the image, so networks with different r have the same nodes regardless of
the links. Thus, for each node, we can only keep its maximum strength value in all the
networks.

After the integration step, we can now spot the interest points of the image. We first
pick out all the nodes whose strength is higher than a threshold value T. Since the
strength of each node has been normalized, the value of T is between 0 and 1. Then we
rank these nodes according to their strength. We begin with the first one of these sorted
nodes, and map them one by one back to the original image as interest points. To avoid
the situation that too many redundant points are detected, a node is not mapped back
if any pixel with distance less than 7., to its corresponding pixel in the image has been
spotted as an interest point. At this point, the whole process of the proposed method is
completed.

3. Experimental Result and Analysis. In this section, we compare the results of
the Harris interest point detector [4] and the SIFT [7] with the results achieved by our
method. We present the results of two known benchmark images Lena and Peppers.
Images at lower resolutions are obtained by resizing the image at 256 x 256 using cubic
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interpolation. For an image at a spatial resolution of 64 x 64, the value of 7., is 2. We
multiple r.. by the scale factor for a image at different scales, and thus the value of ry.x
for a 256 x 256 image is 8. We use 0.4 as the value of threshold T for all the images.
The results of our method are shown in Figure 1 and Figure 2. From left to right, the
resolution of the figure shown is 64 x 64, 128 x 128 and 256 x 256, and they are all resized
to 256 x 256 for presentation.

FIGURE 1. Detection results of Lena at scale: (a) 64 x 64, (b) 128 x 128,
(c) 256 x 256

FIGURE 2. Detection results of Peppers at scale: (a) 64 x 64, (b) 128 x 128,
(c) 256 x 256

The results can show that the proposed method has very excellent performance under
scale changes. For example, the end of nose and the inside corner of Lena’s right eye
are detected in all of the three images in Figure 1; each of the two white regions in the
upper-middle part of Peppers has exact two interest points in all of the three images in
Figure 2. Although these points may not be detected at the same position, they only
have slight displacements in images at different scales.

Comparisons between our method with the Harris detector and the SIFT are also
presented for scale changes. We use the repeatability criterion introduced in [3]. The set
of point pairs (z1, x;) which correspond with an e-neighborhood is defined by:

RZ(€) = {(1'1, I’z)|d28t(H11$1,xz) < 8} (1)

where x; is a point in image [; and z; is its corresponding point in image I;, I; is the
scaled version of I;, and Hy; represents the projection of x; to z;. The repeatability rate
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r;i(€) for image I; is defined by:
| Ri|

ri(e) = min(ny, n;) @)
where n; and n; are the numbers of interest points detected in image [; and image I;
respectively. Since more interest points are detected on the high resolution image, only
the minimum number of interest points can be repeated. Thus, we use the image at the
resolution of 64 x 64 as the reference image when we calculate the repeatability rate.
Figure 3 shows the repeatability rates of the three detectors. The scale factor is de-
termined by the square-root of the ratio of the numbers of pixels of the image being
considered and the reference image. We use 1.5 as the value of . For the Harris detector
[4], the value of k is 0.01, the size of the window for maximal suppression is 3 x 3, and we
use the maximum of the response function multiplied by 0.01 as the threshold. For the
SIFT, the parameters are the same as [7]. Evidently the Harris detector is very sensitive
to scale changes, and its results are hardly usable. On the other hand, the repeatability

rates of our method are mainly above 0.8, and are slightly higher than those of the SIFT.
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FIGURE 3. Repeatability rates of the three detectors: (a) repeatability
rates of Lena, (b) repeatability rates of Peppers
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4. Conclusion. In this paper, a scale-invariant approach to detect the interest points
of images using complex network analysis is proposed. Multiple values of the distance
parameter r are used to guarantee the scale invariance of the interest points. After an
integration step, interest points are spotted according to the normalized strength of each
node of the network. The experiment shows that the interest points detected by this
method are well invariant to scale changes. In the future work, image matching methods
can be studied based on the scale invariant results achieved by our method.
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