
ICIC Express Letters
Part B: Applications ICIC International c©2016 ISSN 2185-2766
Volume 7, Number 2, February 2016 pp. 369–374

SKY-GROUND REGION SEGMENTATION AND HORIZON

DETECTION USING MULTI-SCALE DARK CHANNEL IMAGES

Meng Ding
1

and Li Wei
2

1College of Civil Aviation
2Jincheng College

Nanjing University of Aeronautics and Astronautics
No. 29, Jiangjun Street, Nanjing 211106, P. R. China

nuaa dm@hotmail.com; nuaa weili@sina.com

Received August 2015; accepted November 2015

Abstract. In vision-based navigation and some other function models of many aerial
or ground-based robotic systems, sky-ground region segmentation and horizon detection
often serve as a preliminary step. This paper proposes an approach of the sky-ground
region segmentation and horizon detection using dark multi-scale channel images and
their histograms. The approach is divided into three parts. First, multi-scale dark chan-
nel images and corresponding histograms are calculated by selecting different sizes of
patches. Second, according to the standard deviations of different intervals in multi-scale
histograms, each histogram of multi-scale dark channel images can be divided into five
intervals including darkest, dark, middle, light and lightest interval. The threshold value
for sky-ground region segmentation is obtained by selecting the gray value corresponding
to the minimum value of the vertical axis in the middle interval of the histogram. Third,
the dark channel image with larger size patch is used for sky region determination by
picking its top brightest pixels. Experimental results show this approach based on dark
channel instead of the blue color component and minimum value of the middle interval
of dark channel histogram instead of Otsu’s method can finish sky-ground region segmen-
tation and horizon detection better.
Keywords: Sky-ground region segmentation, Horizon detection, Multi-scale dark chan-
nel image

1. Introduction. Sky-ground region segmentation and horizon detection play an impor-
tant role in vision-based navigation and some other function models of various aerial or
ground-based robotic systems [1-3]. The purpose of sky-ground region segmentation and
horizon detection is to search a line or curve with the highest likelihood of separating
sky region from ground region in a given image. For the ground-based mobile robots,
sky-ground region segmentation and horizon detection may be the preliminary step of
path searching and road searching [4]. For unmanned aerial vehicles (UAV), it is the first
problem of automatic safe landing-site search system to identify where the ground is and
detect horizon when the sky and ground regions both appear in the image [5]. For micro
air vehicles (MAV), the roll angle which is an essential parameter for MAV control system
can be calculated directly based on the result of horizon detection [1,6]. Therefore, it is
very necessary to study autonomous horizon detection.

As you know, identifying the horizon between ground and sky region is very straightfor-
ward for humans. Nevertheless, there are also some significant challenges in autonomous
horizon detection. Within the last two decades, several approaches of horizon detection
have been proposed [7-11]. Since the scene of the ground and sky in given images varies
dramatically based on the time of day, the current weather and the specific terrain, all
of these approaches are established on restrictive assumptions which include: Firstly,
the pixel characteristics of the sky region are thought to be consistent and have little
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variance which can be estimated by the mean and standard deviation of image patches.
Secondly, the horizon is assumed to be a straight line and the strongest boundary which
can be detected by using Hough transform from the edge map is obtained by edge detec-
tor [12]. Thirdly, the bottom of the image acquired by a camera which is mounted on a
ground-based robot can be set as the ground region. The above assumptions limit the
scope of these methods’ application and cause several problems. For example, due to the
first assumption, the algorithm of horizon detection may fail when the large objects have
similar pixel characteristics to the sky region (i.e., lakes, rivers, roads). For the second
assumption, sometimes the horizon in the image is not a straight line or the strongest
edge on account of the artificial buildings or mountains on the ground. Moreover, the
third assumption is not suitable for the images captured by the camera fixed on UAV or
MAV.

This paper proposes an autonomous horizon detection algorithm using dark channel
image [13-15]. Conception of dark channel comes from an observation on outdoor images.
Related statistics indicates that in most of the local regions which do not cover the sky
region, at least one color (RGB) channel (called dark channel) has some pixels whose
intensities are very low and close to zero [13]. According to this observation, we can
obtain a fact that the intensities of the ground region are significantly less than the
intensities of the sky region in the dark channel image. Because of the difference of the
pixel distribution between sky and ground region in the dark channel image, a reliable
algorithm of sky-ground region segmentation and horizon detection is proposed.

The remainder of this paper is organized as follows. The proposed method for au-
tonomous horizon detection is explained in Section 2. The experimental results are given
in Section 3, and conclusions are presented in Section 4.

2. Method.

2.1. Multi-scale dark channel images computation. In digital image processing, a
color image has three channels: Red(R), Green(G), and Blue(B). In other words, the color
image is composed of three matrixes (one for each channel), where each image can store
discrete pixels with conventional brightness intensities between 0 and 255. In accordance
with this structure, the conception of the dark channel is defined as follows: For an
arbitrary original image A, its dark channel Adark is given by:

Adark(x0, y0) = min
x∈{x0−n,··· ,x0,··· ,x0+n}
y∈{y0−n,··· ,y0,··· ,y0+n}

(

min
C∈{R,G,B}

AC(x, y)

)

(1)

where AC is a color channel of A and includes AR, AG and AB corresponding to red,
green and blue channel respectively, the size of the local patch centered at (x0, y0) is
(2n + 1)× (2n + 1), multiscale dark channel images can be obtained by selecting different
n. min(.) is a minimum filter and two min(.) are commutative. In the practical
application, min(.) is computed by Van Herk’s fast algorithm which has been used in
reference [13]. Conception of dark channel means that if A is an outdoor clear image,
except for the sky region, the intensity of A’s dark channel is low and near to zero.

Figure 1(a) is an image captured by a camera mounted on a fixed-wing UAV. Figures
1(b), 1(c), 1(d), 1(e) are its dark channel images using 3 × 3 (n = 1), 21 × 21 (n = 10),
41 × 41 (n = 20), 61 × 61 (n = 30) respectively. In these dark channel images, we can
find that the intensities of the sky region are larger than that of no-sky region obviously.
Generally, there are three main factors which induce the low intensity in the dark channel
including shadows of the landscape images, colorful objects or surfaces with low reflectance
in any channel which will result in low values in the dark channel (e.g., green grass and
yellow land in Figure 1(a)), and dark objects or surfaces.
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Figure 1. Sample image and its multi-scale dark channel images using
different size patches

In Equation (1), the patch size is a key and unique varying parameter in dark channel
algorithm. From Figure 1, we can conclude that the larger the patch size is, the darker
the dark channel is. In other words, the performance of the dark channel image becomes
better for a larger patch size since the probability that a patch covers a pixel with the
lower intensity is increased. For sky-ground region segmentation and horizon detection,
because the scope of the sky region is constant, the high intensity interval (from 150 to
255) of the histogram representing the sky region remains stable.

2.2. Threshold segmentation. As previously mentioned, the intensities of the sky re-
gion are higher than of no-sky region obviously in dark channel image. Therefore, the
sky region can be extracted from dark channel image by selecting a threshold T. Just
because of this, the threshold value selection becomes important for the sky-ground re-
gion segmentation. In image processing and computer vision, the most usual approach
for automatic threshold selection is Otsu’s method. This paper proposes a new approach
of threshold selection based on the normalized histograms of multi-scale dark channel
images. Considering the intervals of the histogram denoting sky region are invariable as
the size of patch changes, the histogram is divided into five parts according to the interval
of the horizontal axis: darkest interval (P1), dark interval (P2), middle interval (P3), light
interval (P4), lightest interval (P5):

P1 =
50

∑

i=0

pi, P2 =
100
∑

i=51

pi, P3 =
150
∑

i=101

pi, P4 =
200
∑

i=151

pi, P5 =
250
∑

i=201

pi (2)

For the dark channel images of Figure 1, the values of P1-P5 corresponding to different
size patches (n = 1 to 30) are shown in Figure 2. Figure 2 reveals that the values of
P1 monotonically and significantly increase, P2 dropped dramatically, P3 slowly declined,
and P4 and P5 are relatively stable as the patch size grows. This variation tendency
of Figure 1 indeed follows the rule that the larger the patch size is, the darker the dark
channel is. According to this rule, the horizontal axis scope of the histogram corresponding
to P4 and P5 can represent the intensities of the sky region. We select a threshold
value T which corresponds to minimal value of the vertical axis between 101 and 150 of
horizontal axis (middle interval) of the histogram. Figure 3(a) shows that the intensity
value corresponding to minimal value of the vertical axis of the histograms is stable as
the patch size increases. Therefore, T = 138 and the result of image segmentation which
has been further processed by morphology method is shown in Figure 3(b). The white
region of Figure 3(b) can be divided into five independent parts and the largest one is in
the upper half of the image.

2.3. Sky region determination. In general, the region containing the brightest pixels
of the original image is considered to the sky region. This is correct only when the weather
is overcast and the sunlight can be ignored [13]. Unfortunately, the sunlight can be rarely
ignored in practice. For instance, the brightest pixels of an original image may be on
a white car or a white building. As discussed in Section 2.2, the intensity scope of sky
region is higher than no-sky region in dark channel image. Therefore, we can determine
sky region by picking the top 0.1% brightest pixels in the dark channel image. Note that
the brightest pixels in the dark channel image may not be the brightest ones in the original
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Figure 2. Variation of P1-P5 corresponding to different size patches (n = 1
to 30)

Figure 3. (a) T according to different n; (b) image segmentation with
T = 138; (c) detected horizon

Figure 4. The brightest pixels in the dark channel images with different
n: (a) n = 1; (b) n = 10; (c) n = 20; (d) n = 30

image. Figure 4 shows the brightest pixels in the dark channel images with different size
patches. Although the brightest pixels are not identical in different dark channel images,
the positions of these pixels correspond to the largest white sub-region (No. 1 of Figure
3(b)). Therefore, this sub-region can be determined as the sky region and the horizon
also can be obtained using the edge of the sky region (Figure 3(c)).

3. Experimental Results and Discussion. In this section, we first present experi-
ments on six images captured by a camera mounted on a fixed-wing UAV for sky-ground
region segmentation and horizon detection to demonstrate the efficacy of the proposed
algorithm. Second, we compare our approach with Cheng’s work [11]. Lastly, the rela-
tionship between the brightest pixels in the dark channel image and the patch size of the
dark channel is discussed which is important to sky region determination.

3.1. Sky-ground region segmentation and horizon detection. According to the
method described in Section 2, threshold values of six images are calculated and the
corresponding results of horizon detection are shown in Figure 5. The final results of
horizon detection show the effectiveness of the proposed approach.

3.2. Comparison with Cheng’s work. In general, horizon detection can be divided
into region-based and edge-based method. The proposed method belongs to the first one.
As a representative region-based method, Cheng’s method selected blue color component
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Figure 5. Horizon detection:
(a) T = 143; (b) T = 141; (c)
T = 123; (d) T = 142; (e) T =
148; (f) T = 139

Figure 6. Result using
Cheng’s method

Figure 7. The brightest pixels of Figure 5(e): (a) n = 1; (b) n = 10; (c)
n = 20; (d) n = 30

Figure 8. The brightest pixels of Figure 5(f): (a) n = 1; (b) n = 10; (c)
n = 20; (d) n = 30

of original image and used Otsu’s method to obtain segmentation threshold [11], and the
segmented image and the boundary of sky and ground region are shown in Figure 6. By
comparing our approach (the result shown in Figure 3(c)) with Cheng’s work, we find
that the approach based on dark channel can finish horizon detection better.

3.3. Relationship between position of the brightest pixels and patch size of

dark channel. Our approach determines sky region by picking the top 0.1% brightest
pixels in the dark channel image. Red points of Figure 7 and Figure 8 correspond to the
top 0.1% brightest pixels in different dark channel images using 3×3, 21×21, 41×41 and
61 × 61 patches. Because there is a white bus in the image, some of the brightest pixels
are on bus region (red circle) in Figures 7(a), 7(b) and Figure 8(a). Meanwhile, we can
find that when using larger size patches (shown in Figures 7(c), 7(d) and Figures 8(b),
8(c), 8(d)), this error can be avoided. Therefore, we need to use dark channel image with
larger size patch to pick the top brightest pixels in the process of sky region determination.
However, this approach also has its own limitation. For example, when the color of the
scene object is white or nearly white and the size of this scene is big enough, the method
to search the brightest pixels in dark channel image may be invalid.

4. Conclusions. This paper proposed an algorithm of the sky-ground region segmenta-
tion and horizon detection. The paper suggests three conclusions: (1) Multi-scale dark
channel images can be used for sky-ground region segmentation and horizon detection
according to the statistics characteristic that the larger the patch size is, the darker the
dark channel is. (2) An efficient threshold value can be obtained by selecting minimum
value of the vertical axis in the middle interval of the histogram. (3) In the process of sky
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region determination, in order to avoid interference of white objects in the original image,
we need to use a dark channel image with larger size patch to pick the top brightest pixels.
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