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ABSTRACT. In this paper, we propose a novel model for unsupervised segmentation of
viewer’s attention object from natural images based on localizing region-based active con-
tour (LRAC). Firstly, we proposed the saliency detection model via the multi-scale super-
pizel. Then, object-level shape prior is extracted combining saliency with object boundary
information. Finally, this contour is improved by the edge-preserving to gemerate the
initial contour for our automatic object segmentation system. In contrast with localiz-
ing region-based active contours that require considerable user interaction, the proposed
method does not require it, i.e., the segmentation task is fulfilled in a fully automatic
manner. Ertensive experiments results on a large variety of natural images demonstrate
that our algorithm consistently outperforms the popular existing salient object segmenta-
tion methods, yielding higher precision and better recall rates.
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1. Introduction. Object segmentation is one of the most important and challenging is-
sues in image analysis and computer vision research. Most existing object segmentation
systems adopt interaction-based paradigms [1,2], i.e., users are asked to provide segmen-
tation cues manually and carefully.

Although the interaction-based methods are promising, they all pose a critical problem
in which they need the users’ semantic intention. Such manual labeling is time consuming
and often infeasible. Thus, additional interactions are necessary when the seeds are not
accurately provided. Specially, localizing region-based active contour (called LRAC) [3]
is exactly one of the classic interaction-based methods. Segmentation results heavily
depend on the initial contour selection. For this reason, developing a sophisticated fully
automatic object segmentation method has been strongly demanded. By observing the
fact that, under most circumstances, the salient parts of an image are usually consistent
with interesting objects to be segmented; therefore, salient regions have been attempted
to estimate. In contrast with existing interaction-based approaches that specify the object
and background seeds by manual labeling, some methods (e.g., Liu et al.’s method [4],
Achanta et al.’s method [5]) determine the seed locations based on the visual attention
model. Since the accuracy of the visual attention model plays a crucial role in object
segmentation, these algorithms also depend on the quality of the chosen saliency map.

To remedy such shortcoming, we pay close attention to salient object edge points rather
than the saliency map itself. After the salient object edge points were detected, the region
which is constrained by these corner points will be obtained. The boundary of this region
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is close to the object edge. Thereby, the boundary of this region is used as the initial
contour of LRAC model.

2. Related Work.

2.1. Localizing region-based active contour model (LRAC). Shawn and Tannen-

baum [3] proposed a natural framework that allows any region-based segmentation energy

to be re-formulated in a local way. B(z,y) is used to mask local regions. This function

B(z,y) will be 1 when the point y is within a ball of radius centered at x, and 0 otherwise.
The energy of this model is given as follows

E(9) = / 5(x) / B, y)(us — v, dydz 1)

Yy
where u, and v, represent the intensity means in the interior and exterior of the contour
localized by B(z,y) at the point x. d¢(x) is given by
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Minimizing the energy functional F(¢) with respect to ¢, we derive the gradient descent
flow

% =d¢(x) /Qy B(x,y)do(y) - ((I(y)A_u S (I(y)fl—u = ) % 3)
+ Aog(w)div (%Si)

where A > 0 is a fixed parameter, and A, and A, are the areas of the local interior and
local exterior regions respectively given by

A, - / Bla) By (4)
A, = / Blz,y) - H(1 - 6(y))dy (5)
mo-{§ 220 0

Since the energy functional E(¢) is non-convex, it may introduce many local minimums.
Moreover, (3) is not a global minimiser. Therefore, such an iterative process is prone to
be local minima.

2.2. The saliency detection models. Visual attention analysis has generally pro-
gressed on two fronts: bottom-up and top-down approaches. Thus, a number of very
inspiring and mature saliency models have been recently introduced in the literature. Itti
et al. [6] introduced a saliency model which was biologically inspired. Based on Itti’s algo-
rithm, many saliency models have appeared, such as, AC [7], graph-based visual saliency
(GB) [8], frequency-tuned (FT) [5], saliency residual (SR) [9], CA [10], MZ [11], histogram
contrast (HC) [12], and region contrast (RC) [12].

3. The Active Contour Model Based on Shape Prior. In this section, we present
in detail the proposed initial contour of LRAC. Firstly, the saliency detection method
is proposed, and the object-level shape prior is then extracted combining saliency with
object boundary information.
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3.1. Superpixel dissimilarity based saliency detection. To get the superpixels, we
use an adaptation of SLIC superpixels. SLIC superpixels segment an image using K-
means clustering in RGBXY space. The RGBXY space yields local, compact and edge
aware superpixels. Denote the superpixels as p;, it = 1,2,..., L.

A superpixel is salient if the color of its pixels is unique. We should not, however,
look at an isolated superpixel, but rather at its surrounding superpixels, which lead to a
center-surrounding contrast. Thus, a superpixel p; is considered salient if the appearance
of the superpixel p; is distinctive with respect to all other image superpixels. The color
distance between two superpixels p; and p, is defined as:

ny no

dist coror (P1, p2) = Z Z flera) f(ea)D(eri, c2,) (7)

i=1 j=1

where f(cy;) is the probability of the i-th color ¢;,; among all n colors in the k-th region
pk, k= {1,2}, and D(c1,,c¢2 ) is the color distance metric between pixels ¢;; and ¢y ; in
the L * a % b space.

The positional distance between superpixels is also an important factor. Generally
speaking, background superpixels are likely to have many similar patches both near and
far-away in the image. However, the salient foreground superpixels tend to be grouped
together. This implies that a superpixel p; is salient when the superpixels similar to
it are nearby, and it is less salient when the resembling superpixels are far away. Let
dist(p;, pj) be the Euclidean distance between the positions of superpixels p; and p;, which
are represented by Euclidean distance between their centroids in the original image, and
normalized by the larger image dimension. Based on the observations above, we define a
dissimilarity measure between a pair of superpixels p; and p; as:

. .. . diStcoloT (pu pj)
dissimilarity(p;, p;) T+ dist(pr, py) (8)
A superpixel p; is salient when dissimilarity(p;, qx) is high for Vk € [1, K|. The saliency
of superpixel p; is defined as (we choose K = 100 in our experiments):

K
1
S;=1—exp {_? Z dissimilarity(p;, Qk)} (9)
k=1

3.2. The initial contour via shape prior. In this section, we show how to extract
shape prior, i.e., a salient closed contour, which combines saliency with boundary in-
formation. Our goal is to extract a closed contour C*, which covers the salient object.
Specifically, as shown in Figure 1, we first construct an edge map. The edge map consists
of a set of line segments as illustrated in Figure 1(c), which are obtained from an edge
detector, followed by a line fitting step. We refer to straight line segments as detected

(b) ' ©

FIGURE 1. An illustration of shape prior extraction: (a) input image, (b)
saliency map, (c) detected line segments using Pb edge detector [14], (d) the
initial contour, where white line means detected segments and gap-filling
segments, (e) binary segmentation result
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segments. Note that a detected segment may come from the boundary of the salient
object, or the noise and texture of the object and background.

Our shape prior extraction can then be formalized to find an optimal closed contour
C* by identifying a subset of detected segments in F and connecting them together.
Since the detected segments are disjoint, we construct additional line segments that fill
the gaps between detected segments to form closed contours. We refer to these as gap-
filling segments. Without knowing which gaps are along the resulting optimal contour, we
construct a gap-filling segment between each possible pair of the endpoints of the different
detected segments. In this way, a closed contour is defined as a cycle that traverses a set
of detected and gap-filling segments alternately, as shown in Figure 1(d). The optimal
closed contour C* can be defined as:

Cal

Zpec Sm(p)

where |Cg| is the total length of gaps along the contour C, and 3~ ., Sin(p) is the total
saliency value of pixels located inside C. Ratio contour algorithm [13] can be employed

to find such an optimal cycle in polynomial time which is used as the initial contour of
LRAC.

C* = argmin

(10)

4. Experiments. The experiments are implemented with Matlab code run on a Dell
Dimension 4600 PC, with Pentium 4 processor, 2.80 GHz, 1 GB RAM, with Matlab 7.0
on Windows XP.

We perform experiments on the dataset which is provided by Achanta et al. in [5] which
contains 1000 images, along with ground truth for each image in the form of accurate
human-labeled masks for salient object.

To smooth the computed superpixels, we first merge those neighbouring regions whose
deoror 18 less than 0.2, and d.q., is the distance between the CIE L*a*b* histograms of
two regions. To construct the edge map, we use the Pb edge detector [14].

Firstly, to measure the segmentation performance of our proposed algorithm, active
contour model based on shape prior (AS) comprehensively, we compare AS algorithm with
the Grabcut [15] algorithm using more saliency maps, i.e., the abovementioned 9 state-
of-the-art saliency maps. To automatically initialize GrabCut, we use a segmentation
obtained by binarizing the saliency map using a fixed threshold. We set the threshold
to 0.3 empirically. Once initialized, we iteratively run GrabCut 4 times to improve the
segmentation result. Figure 2 shows the comparison results. Here, we use the precision,

precision, recall and F-measure
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FIGURE 2. Precision-recall bars for the proposed algorithm and the Grab-
cut using different saliency maps. Our method AS shows high precision,
recall, and F-measure values over the 1000-image database.
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recall, and F-measure to evaluate the performance of our proposed model. It is shown
in the figure that the proposed method significantly outperforms the abovementioned 9
models with respect to precision, recall, and F-measure.

We secondly measure the segmentation performance of the proposed algorithm, as
compared with existing competitive automatic salient object segmentation methods, such
as Liu et al.’s method [4] and Achanta et al.’s segmentation method [5]. Figure 3 shows
the segmentation performance of the three methods. It is shown in the figure that the
proposed method is more effective than the other two state-of-the-art algorithms.

FIGURE 3. Results of object segmentation. The leftmost is the original
image. The segmentation results from the second left to right are obtained
from [4,5] and the proposed algorithm.

5. Conclusions. In this paper, we propose superpixel-based saliency and object-level
shape prior computation. Saliency map is computed based on multi-scale superpixels.
And object-level shape prior is extracted combining saliency with object boundary infor-
mation. We then integrate both of them into an active contour model framework, leading
to binary segmentation of the salient object, where shape prior encourages segmentation
boundary to be aligned with salient contour. In the future, we will proceed to extend the
proposed model and its corresponding algorithms to the video object segmentation.
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