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ABSTRACT. Recommendation algorithms are well recognized as the convenient and flez-
ible way of user’s interest discovery in e-commerce industry. As a branch of recom-
mendation systems, collaborative filtering is a classical and widely used technique, which
provides personalized recommendations according to users’ requirements. However, it
may suffer from problem of data sparsity, which commonly impacts on users’ preference
predictions. To address this problem, in this paper, we propose a novel hybrid collabo-
rative filtering algorithm using MovieLens dataset. The algorithm contains three steps.
1) We employ the co-clustering with augmented matriz model to get user clusters and
movie clusters simultaneously. 2) Users’ (mowvies’) proper similar user (mowvie) collec-
tions are filtered from appropriate user (movie) clusters using Top-K strategy. 3) Based
on the above similar collections, the user-based and movie-based methods are adopted
respectively, to obtain individual predictions for an unknown mowvie’s rating, and then
we combine these two predictions via a linear combination for accuracy itmprovement.
We implement our algorithm on a Spark platform for good scalability. Experiments show
that the proposed algorithm is more robust against data sparsity and scalability, and it
achieves better recommendations than traditional recommendation algorithms.
Keywords: Recommendation system, Collaborative filtering, Information theory, Co-
clustering, Spark

1. Introduction. Collaborative filtering is widely used in many commercial recommen-
dation systems. However, its widespread applications have encountered serious challenges,
such as sparsity and scalability [1]. The main reason for the sparsity problem is a lack of
valid data. Meanwhile, the main concern for the scalability problem is the multi-cluster
computation.

In order to solve the sparsity problem, many methods (e.g., matrix factorization, clus-
tering and co-clustering) are raised in the past years. Clustering is useful in grouping
together similar objects as a common data mining technique. However, most of the clus-
ter methods focus on one-way cluster. Dhillon et al. proposed a new clustering method
called information-theoretic co-clustering (ITCC) [2], which was to optimize the objective
function based on the loss of mutual information between clustered random variables,
before and after co-clustering. Based on ITCC, Liang and Leng proposed a novel collab-
orative filtering method [3], which applied ITCC to simultaneously cluster the rows and
columns of the user-item rating matrix, and subsequently computed the cluster prefer-
ence similarity between users/items. It showed that co-clustering collaborating filtering
method was better than one-way clustering method. The co-clustering with augmented
data matrices (CCAM) algorithm is another method to handle sparse data [4]. The
CCAM is to minimize the mutual information loss of a linear combination of rating data
and content-based information, where the mutual information can measure the depen-
dency between two objects among those matrices. Wu et al. combined CCAM with
recommendation algorithm and showed that it could reduce the error of prediction and
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sparsity problem [5]. They also realized CCAM algorithm’s parallel version in a Hadoop
cluster [6]. Although CCAM solved the problem of sparsity, it was too slow because of
the I/O operations on HDFS.

In this paper, we propose a novel hybrid collaborative filtering algorithm based on co-
clustering with augmented matrix (CCAM) in a Spark cluster, named S-CCAM. Firstly,
we apply CCAM to simultaneously cluster the rows and columns of the user-movie rating
matrix as well as movie feature matrix and user profile matrix. Secondly, users’ (movies’)
proper similar user (movie) collections are filtered from appropriate user (movie) clusters
using Top-K strategy. Finally, based on users’ (movies’) similar user (movie) collections,
we compute the predictions of user-based method and item-based method respectively,
and then fuse these two predictions via a linear combination. The contribution of this
paper is twofolds:

1) Information theory is used to calculate the distance between a single user (movie)
and a user (movie) cluster for similarity calculation.

2) The proposed algorithm can be implemented on a Spark platform, which makes it
faster than other traditional algorithms and meanwhile achieves higher scalability.

The rest of this paper is organized as follows. Section 2 presents the details of the
proposed algorithm. The experiments and the conclusions are presented in Section 3 and
Section 4, respectively.

2. The Proposed Algorithm. Traditional collaborative filtering algorithms often con-
front the problem of sparsity and scalability. To overcome these problems, we propose a
novel hybrid collaborative filtering algorithm based on CCAM in a Spark cluster, named
S-CCAM, since the CCAM is a co-clustering-based algorithm that can effectively solve
the problem of sparsity. Currently, in the Big Data computing field, for the sake of the
computation speed, CCAM has been well implemented on Hadoop [7]. However, it may
have a barrier on the frequent 1/O operation and data locality when handling a great
number of intermediate results. Therefore, we employ the Spark technique [8] to further
improve the CCAM for time saving and scalability. Compared with the CCAM algorithm
on Hadoop, the proposed S-CCAM has better performance on processing speed, which
will be proved in later experiment section. The S-CCAM algorithm is mainly divided into
three steps: 1) co-clustering; 2) similarity calculation; and 3) prediction.

2.1. Co-clustering. The first step of S-CCAM algorithm is co-clustering, to get item
clusters and user clusters, simultaneously. The MovieLens dataset consists of three input
data, the user-movie rating matrix, user profile matrix and the movie feature matrix.
Firstly, these three matrices are normalized into f(I,U), h(U, L) and g(I,S) respec-
tively. Then CCAM is used to get user clusters and movie clusters simultaneously. The

goal of CCAM is to find a co-clustering (.f U > that minimizes:

q (i, U) - D (f([, U)||£(1, U)) n D(g(J,S) a(l, S)) +D (h(U, L), L)) (1)

where D(z || y) means the K-L divergence between z and y.
The co-clustering optimization task can be solved using the following update rules:

CfG) = axgmin [£)D (| D179 (u17)) + -9 (o5 193 (s17))] @

G+ w) = axgmin | £()D (G | w)]l /10| )

- h()D (R(1 | w)[RD 1] @) ]

For each row (movie), we use Formula (2) to find its new cluster index, and then the
probability distribution f**V(I,U) and §¥*Y(I,S) are updated. After this, for each

(3)
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column (user), we use formula (3) to find its new cluster index, and then the probability
distribution f**2 (I, U) and h**? (U, L) are updated. The iteration process is terminated

when the result of ¢® (f U ) — ¢(t+2) (f U ) is convergent. Spark is very suitable for

this iteration process, because the intermediate results stored on memory will be used
frequently. The function groupByKey() in Spark can send the information that contains
the same key to the same nodes, which is very convenient to find the optimal cluster index
for movie or user. After the co-clustering process, we obtain a set of movie clusters and
a set of user clusters, we save the result in movie cluster RDD with formatter (movielD,
movieClusterID) and user cluster RDD with formatter (userID, userGrouplD). Wu et al.
proved that the above iteration process could monotonically decrease the loss of mutual
information [4].

2.2. Similarity calculation. The idea of collaboration filtering is that people with sim-
ilar preferences would rate items similarly, so we need to get users’ and movies’ similarity.
In order to get higher accuracy, we first define the distance between a movie and a movie
cluster as well as a user and a user cluster. We use the KL-divergence that Formula (1)

used to define the above two distances:
dist (i,1) = @D (fu | )| (w] 7)) + 29D (g6 10)]a (s17)) @

dist (u, @) = f)D (G | 0)|f (i | D) +¢- @D (0| w|h@12) ()

To calculate the distance between a movie and a movie cluster, user-movie rating file,
movie feature file and movie cluster RDD are used by Formula (4) and the results are
saved in movie-movie-cluster RDD with formatter (movielD, movieClusterID, and dist).
The same way is used to calculate the distance between a user and a user cluster by
Formula (5) and the results are saved in user-user-cluster RDD with formatter (userID,
userClusterID, and dist).

Then we calculate the movies’ and users’ similarities using cosine similarity defined as:

ZueUll io (Ru i X Ry zz)

\/ZuEU” in u Ji1 \/ZUeUzl io u 162
Zlelul s (Ruyyi X Ruyi)

\/Zz@[ul ug u1, \/ZZGIul ug uz,

where R, ; is the rating of user v on movie ¢. Given a specified movie, we pick up the
top K1 nearest movie clusters, and from which we use Formula (6) to select the top
k1 nearest movie neighbors. The output of this step is movie-sim RDD with formatter
(movielD, List(movielD, similarity)). We use the same method to get the user-sim RDD
with formatter (userID, List(userID, similarity)). We make use of groupByKey() and
sort ByKey() functions in Spark to parallel our algorithm and get higher accuracy as
much as possible.

(6)

sim(iq, iz)

sim(uy, ug)

(7)

2.3. Prediction. The purpose of prediction is to predict the possible rating of a given
user on a given movie. For item-based method, we use movie-sim RDD and user-movie
rating file to get item-based-pre RDD with formatter (userID, movielD, and p-rating) by
PO _ R4 Zj€s(i) (Sim(i J) % (Ruj - Rj))

“r Z]Es z |Slm<l ])|
where R; and R; mean the average rating on movie i and movie j. And for user-based
method, we use user-sim RDD and user-movie rating file to get user-based-pre RDD with

(8)
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formatter (userID, movielD, and p-rating) by

Znes(u) (Sim(u7 n) X (Rn,z - Rn))

ZTLES(U) ]szm(u, n)l

u,l

(9)

where R, and R, mean the average rating of user u and user n.

Relying on item-based prediction or user-based prediction only is undesirable, espe-
cially when the ratings from these two predictions are often not available. To improve
the accuracy of prediction, we fuse item-based and user-based predictions. By linearly
combining the previous two types of predictions, we obtain the final prediction result as

Pu=a-P+(1—a)-PY (0<a<1) (10)

(%

where a determines the relative importance of the item-based and user-based predictions.

3. Experiment Results.

3.1. Dataset. To evaluate the proposed algorithm, we adopt Movielens dataset provided
by GroupLens Research. Two datasets, 100K and 1M datasets with user-movie rating
data, as well as movie features and user profiles, are available to be used. For 100K
dataset, the main user-movie rating matrix comprises of 100000 ratings records (scaled
from 1 to 5) provided by 943 users on 1682 movies. As for 1M dataset, there are 6040 users
and 3676 movies with 1 million ratings. In order to perform the five-fold cross validation,
we divide each of the datasets into 80% training set and 20% testing set.

3.2. Evaluation metric. To evaluate the accuracy of our proposed algorithm, we adopt
Mean Absolute Error (MAE). MAE is defined as

N
MAE:% (11)

where N denotes the number of ratings, and p; is the predicted rating whereas r; is the
real rating. A smaller value of MAE means a better result.

3.3. Parameter tuning. For many hybrid recommendation systems, parameter tuning
is an unavoidable issue that we need to deal with. The CCAM model, which makes use
of content-based technique, has two parameters A and ¢ that control item features and
user profiles. We also need to know the number of item clusters s and the number of
user groups t, and usually we set s = t. For prediction, we need to specify the number
of nearest items k; in K; nearest item clusters and the number of nearest users ks in Ko
nearest user groups. In our algorithm, we set k; = ks = 20 and K; = Ky = 5. We also
need to specify the effect of fusion coefficient «.

3.3.1. Impact of cluster size s. Different clustering algorithms have their own optimal
parameters of cluster size s. Therefore, we tune the cluster size s for K-means, S-ITCC
and S-CCAM under s = 5, 10, 20 and 40. For S-CCAM, we set A = 0.01 and ¢ = 0.01.
Figures 1(a) and 1(b) show the MAEs of different clustering algorithms on ML-100K and
ML-1M. From the figures, we can see when the cluster size s ranges from 10 to 20 for all
algorithms, the MAEs are lower. So we choose s to be 10 for all algorithms on ML-100K
and ML-1M in the following experiments.
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3.3.2. Impact of augmented matriz weight A\ and . The parameter A for item feature
weight and ¢ for user profile weight are used to control the influence of augmented ma-
trices. In our algorithm, we first set cluster size s = 10 and user profile weight ¢ = 0.1
when tuning item feature weight A\ from 0 to 0.1 with step size 0.01. As we can see from
Figures 2(a) and 3(a), the optimal A for ML-100K is 0.03 and the best setting for ML-1M
is A = 0.02. Then we use the same way to tune ¢. As shown in Figures 2(b) and 3(b),
we find the best setting for both ML-100K and ML-1M is ¢ = 0.01; therefore, we use
@ = 0.01 in the following experiments.

3.3.3. Effect of fusion coefficient o tuning. As described in Section 2, the parameter «
determines the relative importance of the item-based and user-based predictions. We
conduct experiments to identify the optimal fusion coefficient. We set s = 10, A = 0.03
and ¢ = 0.01 for ML-100K, and meanwhile we set s = 10, A = 0.02 and ¢ = 0.01 for
ML-1M. Our results are shown in Figures 2(c) and 3(c). In the case of ML-100K dataset,
the prediction accuracy increases as we increase a from 0 to 0.6; after 0.6, it becomes
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worse. In the case of ML-1M dataset, the accuracy is improved as we increase a from
0 to 0.7. So it proves that the combined prediction can be more accurate than the pure
rating prediction.

3.4. Performance comparison. In addition to the three clustering algorithms (K-
Means, S-ITCC, and S-CCAM), we also compare our algorithm with pure item-based
collaborative filtering and pure user-based collaborative filtering. Figure 4 shows the per-
formance comparison on ML-100K and ML-1M, respectively. We observe that S-CCAM
outperforms all the other algorithms on both ML-100K and ML-1M datasets.

3.5. Scalability testing. In this part, we evaluate the scalability of our algorithm on
Spark platform. Our Spark cluster is composed of 4 computers, and each computer has
4-core CPU and 8GB memory. In this experiment, we use the ML-1M dataset. Figure 5
gives the scalability among different computers in terms of speed-up. The speed-up value
is calculated based on the run-time on n computers 7,, divided by that on one computer
Tl-

Speed-up = h (12)

T,

As shown in Figure 5, the scalability performs well when the number of computers is
greater than two.
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4. Conclusions. In this paper, we propose a novel hybrid collaborative filtering algo-
rithm in a Spark cluster, which can solve the problem of sparsity and scalability. The
algorithm is composed of three steps: co-clustering, similarity calculation and prediction.
Experiments show that the proposed algorithm can improve the accuracy of recommen-
dation on sparse datasets. Besides, it has obvious advantages in speed and scalability
because of a large number of iteration processes. In the future, we will investigate better
co-clustering models and improve the performance of the proposed algorithm further.
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