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Abstract. In view of the problem of the poor initiative in the balance of motion control
of two-wheeled self-balance robot, an autonomous learning algorithm (IM-Q-ELM algo-
rithm) based on intrinsic motivation in extreme learning machine, which is inspired by
the theory of intrinsic motivation in psychology, has been proposed. Firstly, the algorithm
replaced internal reward signal by intrinsic motivation mechanism, simulated cognitive
mechanism of human’s brain, and improved the independent performance of learning.
Secondly, we used extreme learning machine network to save knowledge and experience
and let robots learn balance skills gradually. At last, the independence and rapidity of the
algorithm were verified by simulation experiments. Simulation experimental results show
that this algorithm has better self-balance control skill, good robust performance and high
practical application value.
Keywords: Two-wheeled self-balance robot, Intrinsic motivation, Reward mechanism,
Extreme learning machine, Robustness

1. Introduction. Nowadays, with the development of intelligent technology, robot tech-
nology plays an extremely important role in people’s production and life. It not only can
replace human beings to complete some relatively heavy tasks, but also can improve the
work efficiency to a certain extent. It also saves a lot of cost and manpower. In recent
years, more and more experts and scholars put forward some control methods for the
control of two-wheeled self-balancing robot. In 2006, Zhang and Wu combined Q-learning
algorithm with BP neural network to achieve the status information without discretization
of the inverted pendulum model learning control, and improved the learning speed [1].
In the same year, Pfeifer and Bongard stressed that robot learned in unknown environ-
ment through interacting of robot and environment [2]. In 2010, Ren and Ruan adopted
self-regression neural network learning algorithm based on Skinner operating condition
reflection theory to be the learning mechanism of the robot. It not only completed the
control of two-wheeled self-balancing robot, but also verified the robustness of this algo-
rithm at the same time [3]. In 2013, Cederborg and Oudeyer combined the thought of
intrinsic motivation (IM) with exploration problem of biological self consciousness, and
proposed a status transition error learning machine of the system. It achieved learning
actively of the robot based on intrinsic motivation model in an unknown environment
[4]. In 2014, Hu and Qu proposed an autonomous learning method, which was driven by
intrinsic motivation in unknown environment. It was inspired by the intrinsic motivation
of psychology. It improved the convergence of the algorithm and decreased the error of
system. The degree of intelligence also improved significantly [5]. In 2014, Wang et al.
proposed a short term power load model for online sequential extreme learning machine
(OSELM algorithm). Its accuracy was better than that of generalized neural network
and SVM, and it had a good performance in parallel [6]. In 2015, Ren et al. proposed a
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reinforcement learning algorithm based on intrinsic motivation. It used the intrinsic mo-
tivation signal as the internal reward, then simulated human psychological mechanism,
and applied to the whole learning process with the external signal. It not only ensured
the rapidity of the system, but also improved the self-learning ability greatly [7]. How-
ever, there are a lot of limitations of slow learning speed, poor stability and robustness in
existing simple methods such as BP network, and PID model. And the proposed method
solves above-mentioned problems.

In view of the research on controlled problem of two-wheeled self-balance robot, an
autonomous learning algorithm (IM-Q-ELM algorithm) based on intrinsic motivation in
extreme learning machine has been proposed in this paper. This algorithm takes Q-
learning as a frame and puts the intrinsic motivation signal as an intrinsic incentive to
drive the robot learning. At the same time, the extreme learning machine network is
used as the storage space of knowledge accumulation. It makes robot like a person, self-
learning, self-organization, and gradual formation. It also improves the balance control
skill through the imitation of human brain learning model.

In Section 1, we introduce some scholars’ research results in recent years, illustrate
the limitations of these methods and describe the superiority of proposed algorithm. In
Section 2, we build two-wheeled robot model according to Lyapunov model and explain
the model vectors. In Section 3, we design the IM-Q-ELM algorithm and explain the
eight-tuple computing model. And in Section 4, we verify the effectiveness and rapidity
of the proposed algorithm. Finally, Section 5 concludes this paper and our ideas for future
work.

2. Structure and Dynamic Model of Two-wheeled Self-balance Robot System.
Two-wheeled self-balance robot [8] is designed by the typical inverted pendulum model. It
has only two wheels, and arranges different speed in two wheels. Each wheel is driven by
a DC motor through a reducer directly. They rotate around the axis of the motor through
the center. The robot’s center of gravity is above the two axles. The robot maintains the
dynamic balance by the movement. The system structure diagram is shown in Figure 1.

In order to control and analyze two-wheeled self-balance robot accurately, firstly, the
mathematical model of two-wheeled self-balance robot is established [9]. Secondly, we
have neglected the influence caused by uneven pavement in practical environment, wind
resistance and so on. Figure 2 is the simplified structure of two-wheeled robot system.
The meanings of parameters are shown in Table 1.

3. An Autonomous Learning Algorithm Based on Intrinsic Motivation.

3.1. Designing the algorithm. The activities of human and animal organisms can
produce signals in different regions of the brain through the external and the internal
environments. Figure 3 is the structure of an autonomous learning algorithm based on
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Figure 1. Structure of two-wheeled robot system
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Figure 2. Simplified structure of two-wheeled robot

Table 1. Parameters of two-wheeled robot

Symbol Name
θ The angle between z axis and body
ϕ Turning angle of robot body
L Distance between the center of mass and the axle
R Radius of wheels
Fl Friction of left wheel
Fr Friction of right wheel
2f Length between two wheels

θl, θr Rotation angle of left and right wheels
ml, mr Weight of a wheel
Ml, Mr Motor torques

m Weight of robot
Vl, Vr Velocities of two wheels

Vx, Vy, Vz Velocities on x, y, z axes
Jφ Movement of inertia rounded by z axis
Jθ Movement of inertia rounded by x axis

Jl, Jr Movement of inertia of two wheels

intrinsic motivation. Firstly, the robot obtains the status input information value from
external environment, and then calculates the reward value according to the intrinsic
motivation orientation function. We can learn and train about its status information
through extreme learning machine neural network and put current environment status
information in the network node to be the experience value of next action decision. At
the same time, the system outputs the corresponding action decision, and explores the
unknown environment ulteriorly.

An autonomous algorithm based on intrinsic motivation can be represented as an eight-
tuple computing model:

IM-Q-ELM = {S, A, f, H,R (st, at) , Q (st, at) , V (t) , p (st, at)}

The meaning of each element is as follows.
(1) S: It is the internal status set of IM-Q-ELM algorithm. S = {si|i = 1, 2, 3, . . . , n},

where si represents the ith status, and n represents the number of all generating status
information.

(2) A: It is the action set of IM-Q-ELM algorithm. A = {ai|i = 1, 2, 3, . . . , m}, where
ai represents the ith action, and m represents the number of all actions.
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Figure 3. Structural framework of autonomous algorithm based on intrin-
sic motivation

(3) f : It is the status transition function of IM-Q-ELM algorithm. Generally speaking,
it is determined by the system model and the environment.

(4) H: It is the intrinsic motivation orientation function of IM-Q-ELM algorithm. In-
trinsic motivation in psychology is described in terms of strange degrees, curiosity, bore-
dom degrees and so on. It is the driving force for the exploration and study of drivers or
other living creatures. This driving force can be attributed to the orientation mechanism
function introduced by the intrinsic motivation in the learning process. We will simulate
the working mechanism of the human brain. So that it has the ability of independent
learning and improves learning efficiency. The intrinsic motivation mechanism of the
system is

H(t) =
1− e−λV (t)

1 + e−λV (t)
(1)

Among them, λ represents the parameter of orientation function. The less value of
H(t) is, the less intrinsic motivation orientation of the system is. It indicates that the
corresponding action reward is less. On the contrary, the greater the corresponding action
reward is, the greater the intrinsic motivation orientation of the system is.

(5) R(st, at): It is the reward signal of IM-Q-ELM algorithm. At the time of t, status
of st, the reward value of the system is the value at the status of st+1 after executing the
action of at.

(6) Q(st, at): It is the iterative formula of reinforcement learning of IM-Q-ELM algo-
rithm.

(7) V (t): It is the evaluation function of IM-Q-ELM algorithm.
(8) p(st, at): It is the action selection probability of IM-Q-ELM algorithm.
In this algorithm, the intrinsic reward function is replaced by the intrinsic motivation.

We assume that the agent is running in a strange environment. Its output is xt, and the
desiring output is defined as x̂t. And then the difference value (rin = xt − x̂t) between
them is defined as the system’s internal reward function. When the system selects the
action a at time of t, the status will be transferred from st to st+1. If rin(t+1)−rin(t) < 0,
that is, error of the system is smaller than error of the previous time, it shows the expected
effect of target status that action selects at the time of t+1 it is better than the expected
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effect of target status that the action selects at the time of t. At the same time, it
also shows that the system has greater orientation in time of t + 1. On the contrary, if
rin(t + 1)− rin(t) > 0, the system has smaller orientation in time of t + 1.

We believe that the evaluation function (V (t)) of the internal action is approaching
to zero gradually under the driving mechanism of motivation. So that the two-wheeled
robot can maintain the most appropriate balance, and we define the evaluation function:

V (t) = r(t + 1) + γr(t + 2) + γ2r(t + 3) + · · · (2)

where 0 ≤ γ ≤ 1 is the discount factor.
The evaluation function at time of t− 1 is:

V (t− 1) = r(t) + γr(t + 1) + γ2(t + 2) + · · ·
= r(t) + γ [r(t + 1) + γr(t + 2) + · · · ]
= r(t) + γV (t)

(3)

This proves that the evaluation function in time of t − 1 can be expressed by the
evaluation function in time of t. We can use V (t) as an observer to observe V (t−1). And
then we can establish a TD error difference formula as follows:

φ = r(t) + γV (t)− V (t− 1) (4)

3.2. Autonomous learning model. Based on the Q-learning framework, it combined
with the thought of intrinsic motivation to drive agent, and put the intrinsic motivation
orientation function as an incentive mechanism of the algorithm. Then it trains with
extreme learning machine network to increase autonomous learning ability of robot and
to improve the learning speed greatly. The control structure diagram of the algorithm is
shown as Figure 4.

Figure 4. Extreme learning machine autonomous learning algorithm
structure based on intrinsic motivation

In the classical Q-learning algorithm, it calculates iteratively according to Markov de-
cision process behavior value function through time error TD algorithm. The iterative
formula is:

Q(st, at)← Q(st, at) + κ [R(st, at) + γmaxQ(st+1, at+1)−Q(st, at)] (5)

where κ > 0 is learning factor.
The update of the reward signal is driven by intrinsic motivation.

R = ξrin + ηrex = ξH + ηrex = ξ
1− e−λV (t)

1 + e−λV (t)
+ ηrex (6)
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In the formula, rin represents intrinsic motivation function, rex represents external
motivation function, and ξ and η represent the weight of rin and rex respectively. So the
iterative formula is:

Q(st, at)← Q(st, at) + κ

[(
ξ
1− e−λV (t)

1 + e−λV (t)
+ ηrex

)
+ γmaxQ(st+1, at+1)−Q(st, at)

]
(7)

3.3. Algorithm process.
Step 1: Initialize the current status s0 of the system. Select the discount factor

γ = 0.86 and learning factor κ = 0.92. And select the appropriate intrinsic motivation
function and the weight of the external motivation function ξ and η;

Step 2: Calculate all the Q value of possible actions;
Step 3: Select the appropriate action according to the Q value;
Step 4: Execute the current action, and make decisions for the next learning phase;
Step 5: Calculate intrinsic motivation function H. At the same time, calculate the

optimal action decision according to the reinforcement learning;

ât = arg max [Qat∈A(st+1, at+1)] (8)

Step 6: Update Q value according to Formula (7);
Step 7: Update current time t = t + 1, and current status st = st+1;
Step 8: Repeat Step 2∼Step 7 until the training completed.

4. Experiment Results and Simulation.

4.1. Experimental designing. We put two-wheeled robot completing self balancing
in the unknown environment as the control object. In the self learning mechanism of
extreme learning machine based on intrinsic motivation, Net3(4, 8, 1) was selected by
action extreme learning machine. The four status inputs respectively presented the robot’s
own angle, its own angle rate, cart position and cart rate. Output was the control quantity
of two-wheeled robot. Evaluation network selected Net3(5, 8, 2). The input variables were
the four states of the robot and the control quantity of the action extreme learning machine
which outputted from the network output layer. The outputs were evaluation function
V (t) and the driving force F (t) variation of the robot body.

V (t) = r(t + 1) + γr(t + 2) + γ2r(t + 3) + · · · (9)

Among them, r was the reward value. When the robot’s own inclination θ < 0.025rad,
the system would get a reward value r = 0; otherwise r = −1. In Section 3.3, we selected
the appropriate discount factor and learning factor. Sampling time selects T = 0.01s.
The probing time of each experiment was more than 200 times, or the number of steps
in the training process was more than 15000 steps. So we thought the experiment failed.
At this point, we should terminate the test, and retest. If robot could maintain the
15000 steps and not fall down once in an experiment, it indicated that robot completed
the balance controlling in an unknown environment. After each test failure, the initial
state, weight value and threshold value were reset in a certain range of random values,
and trained again. The results of the 60 experiments were summarized that robot could
achieve self-balancing control after 65 failures. It reflected the strong autonomous learning
and adaptive ability. The simulation results were shown in Figure 5.

4.2. Analysis of experimental results. In order to verify the effectiveness and con-
vergence of the proposed algorithm, simulation experiments were carried out on the per-
formance of the two-wheeled robot system, and analyzed the experimental results.

Figure 5 shows four states’ variables with time curve of two-wheeled self-balance robot
which is trained through the autonomous learning algorithm of extreme learning machine
based on intrinsic motivation (IM-Q-ELM algorithm) mentioned in this paper. From
the figure, we can see that robot can complete the self balance control after 3s (that
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Figure 5. Curve of states’ variables
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Figure 6. Curve of evaluation function and error

is 300 steps). It shows fast autonomous learning and adaptive ability of the algorithm.
Figure 6 shows the evaluation function curve and error curve of system states of the
robot by 3000 steps in the training process. Figure 7 is the curve of robot force change.
Figure 8 shows the evaluation function simulation comparison between the autonomous
learning algorithm of extreme learning machine based on intrinsic motivation (IM-Q-ELM
algorithm) and traditional reinforcement learning algorithm (RL). Figure 9 shows the error
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Figure 7. Force curve of robot
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Figure 8. Comparison of evaluation function simulation
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Figure 9. Comparison of error simulation
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simulation comparison between above two algorithms. It can be seen that the robustness
of IM-Q-ELM algorithm proposed in this paper is far more than the latter. As a result,
we can learn from the above simulation experiments that reinforcement learning with
intrinsic motivation can get better performance and faster learning and training speed
after the training of extreme learning machine network. At the same time, it also shows
the strong autonomous learning ability and control ability of two-wheeled self-balance
robot.

Table 2 compares the performance of the system with the data obtained in the literature.
From the table, we can also see that the autonomous learning algorithm of extreme
learning machine based on intrinsic motivation is the fastest, and the training accuracy
is the highest.

Table 2. Performance comparison of different learning algorithms

Attempt times Balance time Odds of success
Algorithm in this paper 15000 About 3s 100%

Algorithm in Literature [8] 10000 About 4.5s 89%
Algorithm in Literature [10] 1000 About 9s 97%

5. Conclusion. An autonomous learning algorithm (IM-Q-ELM algorithm) for extreme
learning machine based on intrinsic motivation was proposed in this paper. It applied to
the balance control of two-wheeled self-balance robot. We replace traditional reinforce-
ment learning incentive mechanism by intrinsic motivation mechanism, and determine the
value of the evaluation. We can also replace the traditional self organizing neural network
by extreme learning machine network. It can greatly improve the speed of agent to adapt
to the unknown environment, and make robot learn self balance with relatively short
period of time. The simulation experimental results show that the algorithm has strong
robustness and fast convergence performance. It also reflects the strong autonomous learn-
ing ability of the algorithm. However, the rapidity and robustness of extreme learning
machine are quite advantageous. It can also be applied to the fields of image processing,
temperature detection and so on. It has larger research space.
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