
ICIC Express Letters
Part B: Applications ICIC International c©2016 ISSN 2185-2766
Volume 7, Number 10, October 2016 pp. 2189–2196

ONE NOVEL FACE RECOGNITION APPROACH USING
HISTOGRAMS OF ORIENTED GRADIENTS DERIVING
FROM MULTI-LAYER PYRAMID FEATURE BLOCKS

Hao Zhang, Zhezhou Yu, Xiangchun Yu

Shuchao Pang and Jiachen Zhang∗

College of Computer Science and Technology
Jilin University

No. 2699, Qianjin Street, Changchun 130012, P. R. China
∗Corresponding author: zhangjc@jlu.edu.cn

Received April 2016; accepted July 2016

Abstract. Face recognition has been one of the challenging tasks and a long-standing
problem which has been applied in more and more fields. In actual environment, however,
face images are possibly obtained in complex environments inundated with illumination
changes, expression variations and occlusions. In this paper, by virtue of the unique ad-
vantages of HOG features, a novel face recognition approach named Multi-layer Pyramid
Feature Blocks (MPFB) was proposed. At each layer, we conduct a number of combi-
nations that are related to the numbers, sizes, positions of the feature blocks and take
the best combination to extract features with the purpose of getting more characteristic
and distinguishing information from a processed standard face image. Then, we merge
each feature block descriptor of a face image together so as to form more representative
and integral descriptors. Besides, we employ multi-layer pyramid and construct adja-
cency graph for Locality Preserving Projections algorithm to reduce the dimensionality of
descriptors and make the classification process less prone to over-fitting. Finally, exper-
imental results on well-known face databases illustrate the preponderance and robustness
of our approach.
Keywords: Face recognition, Multi-layer pyramid feature blocks, Histograms of Ori-
ented Gradients

1. Introduction. Face recognition technology has a variety of potential applications
such as information security, surveillance, and law enforcement. However, in practice,
face images are possibly obtained in complex environments inundated with illumination
changes, expression variations and occlusions. Our new approach has good properties
against these adverse conditions for face recognition.

Histograms of Oriented Gradients (HOG) [1], actually inherited from Scale Invariant
Feature Transform (SIFT) [2], were initially proposed to detect pedestrians. The basic
idea is that local appearance and structure information can often be characterized rather
well by the distributions of local edge gradients or intensity gradients. Recently, Tan et
al. [3,4] successfully applied Histograms of Oriented Gradients for face recognition and
showed good performance. However, they extracted HOG features from the whole face
images and led to capture of some less important, less distinguishing or fundamentally
useless information.

Obviously, facial landmark localization can be smoothly applied for face recognition
[5,6]. However, the performances of facial landmark algorithms are not 100% perfect even
many algorithms [7-9] were put forward. In this case, we propose to extract features from
feature blocks which will be detailedly described in Section 3.

As we can figure out, the dimensionality of HOG features is too high. So dimensional-
ity reduction operation is required and understandable. We make use of the multi-layer
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pyramid, calculate neighborhoods on every layer and construct adjacency graph for LPP
algorithm.

The rest of this paper is organized as follows. In Section 2, we will give relevant theories
and related works including Histograms of Oriented Gradients and Locality Preserving
Projections. In Section 3, we will describe our proposed method in detail. In Section 4,
the benefits and robustness of our approach will be evaluated, followed by conclusions in
Section 5.

2. Relevant Theories and Related Works.

2.1. Histograms of Oriented Gradients (HOG). HOG features are based on evalu-
ating well-normalized local histograms of image gradient orientations in a dense grid [1].
The features possess good invariance to ambient lighting changes or geometric transfor-
mations and have continued to provide one of the more robust features even in recent
analyses [10-12]. Besides, some researchers have done further study [13,14] and showed
HOG features are provided with good potentials. The main extraction procedures in our
paper are as follows.

Step 1: Gradient, magnitude of gradient and gradient orientation computation. Con-
sidering a feature block, the grids, which are shown in Figure 1(a), and gradient estima-
tion filters hx = [−1 0 1], hy = [−1 0 1]T, we compute gradients of feature blocks
Gx(x, y), Gy(x, y) by the following formula, and I(x, y) represents pixel gray value.

Gx(x, y) = I(x + 1, y)− I(x − 1, y) = I(x, y) ∗ [−1 0 1] (1)

Gy(x, y) = I(x, y + 1) − I(x, y − 1) = I(x, y) ∗ [−1 0 1]T (2)

where ∗ represents convolution operation. The gradient magnitude G(x, y) and orientation
α(x, y) can be calculated by:

G(x, y) =
√

Gx(x, y)2 + Gy(x, y)2 (3)

α(x, y) = arctan
Gy(x, y)

Gx(x, y)
(4)

Step 2: Creating orientation histograms. There are two important units named cell
and block. In our paper, cell is a square region constituted by 16 (4 × 4) pixels. A
block is composed by 9 (3× 3) cells which is shown in Figure 1(b). We collect statistical
information of each cell into histograms including 9 bins. And in our paper, the range of
gradient direction is 360◦ which contains signed information.

Step 3: Cell information grouping. We group cell information into block. In the mean-
time, a Gaussian spatial window is applied to reducing the influencing of illumination

(a) (b) (c)

Figure 1. Figure 1(a) shows one of the feature blocks marked on a 100%
scale face image. Figure 1(b) displays one of the blocks with composition
of nine cells, magnitude of gradient and orientation of each pixel. Figure
1(c) exhibits gradient information statistical results of Figure 1(b).
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changes and the weight near edges. In our paper, we do not overlap blocks since the
sampling density is relatively high which is 16 (4 × 4) pixels per cell.

Step 4: Block normalization and descriptor vector formation. In our paper, L1-norm
method is adopted while proceeding block normalization and performs better than other
normalization schemes. Figure 1(c) shows the gradient information statistical results of
Figure 1(b). Finally, the descriptor vector is composed with cell orientation histograms
of all blocks.

2.2. Locality Preserving Projections (LPP). LPP [15] is a typical linear graph-based
dimensionality reduction algorithm which has been successfully applied in many practical
problems [16-18]. It is a linear approximation of the Laplacian eigenmap, and so much
of the performance depends on the adjacency graph constructing method. The purpose
is to find a transformation matrix to project the input data X = {X1, X2, . . . , XN} with
N sample images into a low-dimensional subspace Y . Given the objective function of LPP:

1

2

∑

mn

(Ym − Yn)
2Smn (5)

where Smn = e−
‖Xm−Xn‖2

t when sample m is among the k nearest neighbors of sample n
or sample n is among the k nearest neighbors of sample m; otherwise Smn = 0. Besides,
parameter t is adjusted according to [19].

3. Multi-Layer Pyramid Feature Blocks Using HOG Features.

3.1. Features extraction from multi-layer pyramid feature blocks. We, human
beings, recognize individuals by multi-information such as faces, voices, and habitual be-
haviors. However, the face plays a more important part. Unfortunately, precisely locating
local and more useful information such as eyes, nose, mouth positions and exploring their
complicated correlative distributions is definitely not an easy work for computer, let alone
suffering occlusions, illuminations or expression variations, even though it will help us to
get less computational work and better recognition rates. Therefore, after a host of ex-
periments and comparison, we propose to divide five regions from face image at each
scale named feature blocks which possess good properties and capture the majority of
important and distinctive information. More specifically, different individuals have dis-
tinctive looks, facial details and facial local structures while our feature blocks, gained
from processed standard face images like AR and Yale faces, capture plenty of detailed,
local structural and distinguishing information from human faces. Moreover, less useful
or interferential information will be excluded.

We conduct a number of combinations that are related to the numbers, sizes and posi-
tions of feature blocks and select the best combination. The feature blocks are shown in
Figure 2 as A, B, C, D, E. Besides, HOG features, insensitive to local optical deformation
and geometric variations, are introduced to promote the robustness and performance. All

Figure 2. Five feature blocks of a face image
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the parameters of HOG algorithm are obtained by our experiments. Considering one of
training samples, the main steps of HOG features extraction from Multi-layer Pyramid
Feature Blocks are as follows.

Step 1: Color, gamma normalization and multi-layer pyramid establishment. The orig-
inal input image is resized to 128× 128 at scale 100%. In order to get more detailed and
integral information, we resize the input to 192× 192 at scale 150%, 64× 64 at scale 50%
and construct multi-layer pyramid.

Step 2: Dividing feature blocks from face image. At scale 100%, we set 48×48, 48×48,
48 × 24, 24 × 48, 24 × 72 corresponding to feature block A, B, C, D, E. As for positions,
at scale 100%, lengths to the upper edge for A, B, C, D, E are 4, 4, 14, 62, 86; A and
B are 4 pixels away from the left and right side; C, D and E are in the middle of two
vertical sides. Concerning scale 50% and scale 150%, we set 0.5 and 1.5 times value of
each parameter including feature block sizes and lengths to image boundaries. In this
step, we capture 15 feature blocks from three-layer pyramid. The multi-layer pyramid of
first individual on Yale database is shown in Figure 3.

Figure 3. Multi-layer pyramid of first individual on Yale database

Step 3: Employing the method explained in Step 1 of Section 2.1. We get gradient,
magnitude of gradient and gradient orientation of each feature block.

Step 4: Voting and histogram constructing. Each feature block is divided into a number
of cells which are 4 × 4 square regions. Through vote for each bin by the magnitude of
gradient and dominant orientation determination, we construct histograms of gradient
for each cell. The range of gradient direction, in this paper, is 360◦ which includes
signed information and performs better than 180◦. The statistical gradient information is
gathered into histograms with 9 bins and we just take gradient magnitude as the weighted
value into histograms.

Step 5: Collecting cell information into block. We gather cell information into block
with no overlap. And the block width, in our paper, is 12 pixels. In this process, a
Gaussian window is applied with σ = block width/2 for each block to reduce the weight
of pixels far from the block center. Besides, trilinear interpolation operation is adopted
to amend votes to histograms and reduce aliasing. Then, for better invariance to illumi-
nation, we perform block normalization using L1-norm method which performs best in
our experiments in comparison with L1-sqrt, L2 and L2-hys.

Step 6: Final descriptor formation. Till now, we have gained the HOG descriptors
of each feature block at three scales. Then, we fuse feature block descriptors with the
sequence of A, B, C, D, and E to make up the final descriptor.

Finally, at each scale, a face image is represented by a fusion descriptor. Scale 100%
with 60 blocks, scale 50% with 15 blocks, scale 150% with 135 blocks and each block
contains 1 × 81 dimensionality information.

All of above-mentioned steps are executed on training samples. However, for testing
samples, we just extract HOG descriptors from feature blocks at scale 100% for matching
procedure.
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3.2. Dimensionality reduction using improved LPP algorithm and classification
process. In order to remove noises and make the classification process less prone to
over-fitting, dimensionality reduction operation is required. We make use of multi-layer
pyramid and construct a neighbor graph for Locality Preserving Projections. The main
steps are as follows.

Step 1: Supposing {S1, S2, S3} denotes the HOG descriptors of training samples. S1 =
{Pi|i = 1, 2, 3, . . . , r}, S2 = {Qj |j = 1, 2, 3, . . . , r}, S3 = {Rk|k = 1, 2, 3, . . . , r}, where r
denotes the number of images. G denotes the neighbor graph which is an r × r square
matrix, and N denotes an r × r square matrix. We initialize N to zeros.

Step 2: Computing the k nearest neighbors of each row. For more explicit explanation,
supposing the mth row of S1 is Pm, we find the second nearest neighbor (i.e., second
nearest row) Pn, and add one to Nmn. Then we find the third, fourth, · · · , kth and do
the same operation. For S1, S2, S3, we loop each row from 1 to r. In this case, for matrix
N , the summation of each row is 3× (k−1). For example, k = 5, the 5 nearest neighbors
of the first face image on AR database are shown in Figure 4.

Figure 4. Five nearest neighbors of the first face image on AR database
at multi-layer pyramid

Step 3: For matrix N , we make summation of every element to variable SUM and
count the number of nonzero elements to variable NUM . Then we compute a new matrix
S. As for the weight plan, we adopt {0, 1}, given:

Smn =

{

1, Nmn ≥ SUM
NUM

0, otherwise
(6)

each row of Nmn denotes the similarity between the mth descriptor and the rest, so Smn

is equal to Gmn. The final neighbor graph G = max{G, GT}.
Objective function of LPP in this paper is as follows:

1

2

∑

mn

(Ym − Yn)
2Smn =

1

2

∑

mn

(

WTXm − WTXn

)2

Smn

=
∑

m

WTXmDmmXT

m − WTXSmnX
TW

= WTXDXTW − WTXSmnX
TW

= WTX(D − Smn)XTW = WTXLXTW

(7)

where X = {X1, X2, . . . , XN} implies the sample set with N samples. D is a diagonal
matrix whose entries are the sums of row or column of weighted matrix Smn. Dmm =
∑

m Snm, L = D−S, where L denotes the Laplacian matrix. W implies the transformation
vector. By the following formula, we compute W and real number λ:

XLXTW = λXDXTW (8)
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Eventually, we employ nearest neighbor classifier. We employ training features of scale
100% and testing features of scale 100% to process matching procedure. The test sample
would be classified into the same class with training sample which has the nearest distance
to the test sample.

4. Experiments Setup and Results.

4.1. Robust tests on AR database. In this subsection, we conduct experiments on AR
database to show the robustness against occlusions, expression variations and illumination
changes of our approach. The AR database consists of over 4,000 frontal face images of
126 individuals and captures different expressions. Some of images are occluded by glasses
or scarves and suffer illumination changes. In our experiment, we select the first 13 images
of first 8 males and first 8 females, totally 208 face images, to construct a sub-database
of AR. The first person of sub-AR database is shown in Figure 5.

In order to show the advantage of our approach, on the same sub-AR database, we also
conduct experiments including PCA, LPP, and LPP using HOG features and Single-layer
Feature Blocks. We make 7 groups: {Gi|i = 2, 3, 4, . . . , 8}, {Pj|j = 11, 10, 9, . . . , 5}. Gi

and Pj denote training and testing samples, thereinto i + j = 13. Finally over 50 times
of iterating, the average of experimental results on sub-AR is shown in Figure 6.

From recognition rates, we can draw the conclusion. On the one hand, our proposed ap-
proach performs well against occlusions, expression variations, and illumination changes,
and gains a better recognition rates than some classical or relevant algorithms on sub-
AR database. On the other hand, experimental results of single-layer feature blocks at
scale 100% are not as good as our proposed method and demonstrate the necessity and
advantage of extracting HOG features at multi-layer pyramid.

4.2. Robust tests on Yale database. In this subsection, we perform robust tests
against illumination changes, expression variations and slight decoration. The Yale data-
base contains 165 face images of 15 individuals, gained at different illumination intensity
and expression variations. Some of face images are captured when the individual wears

Figure 5. The 13 face images of the first individual on sub-AR database

Figure 6. Recognition rates of different algorithms on sub-AR database
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Figure 7. The 11 face images of the first individual on Yale database

Figure 8. Recognition rates of different algorithms on Yale database

different styles of glasses. Figure 7 shows the first individual’s 11 face images of Yale
database. In order to minimize occasionality, we also iterate 50 times and get average
recognition rates as the final result. Figure 8 shows the results of our approach and some
other algorithms.

As we can see, our approach gives a better result than some classical or relevant recog-
nition algorithms and shows a good robustness against illumination changes, expression
variations and slight decoration on Yale database.

5. Conclusions. In this paper, we propose a novel face recognition approach to extract
HOG features from Multi-layer Pyramid Feature Blocks. We create a multi-layer pyramid
of three scales and extract features from specific regions named feature blocks which
possess more representative and discriminative information for face recognition. Then, at
each scale, we fuse feature block descriptor to bring the syncretic descriptor into being.
In order to increase recognition efficiency and accuracy, we construct a neighbor graph
for LPP to perform dimensionality reduction operation. Experimental results on sub-AR
and Yale database show good robustness against occlusions, expression variations and
illumination changes.

In future work, we plan to do further study on weight, shape and more possible el-
ements of feature blocks. In addition, we propose to combine our proposed algorithm
with remarkable face preprocessing, face detection methods and make up a precise and
real-time video surveillance system for authentication, security, admission control, and so
on.
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