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Abstract. Since we could not know the error between the evaluated value v
(k)
ijq and the

population objective value V
(k)
ijq (unknown), we therefore cannot take the confidence level

as 1, that is, we cannot take the membership grade of ṽ
∗(k)
ijq at v

(k)
ijq as 1. Thus, it should

be more reasonable to consider the membership grade of ṽ
∗(k)
ijq within the interval (λ, 1),

0 < λ < 1. In this study, we presented level (λ, 1) interval-value fuzzy numbers and
compositional inference rule to tackle the aggregative risk rate in the fuzzy sense.
Keywords: Level (λ, 1) interval-valued fuzzy number, Signed distance, Aggregative risk
rate

1. Introduction. During the past decades, computer technologies have changed so fast
that the need of large software system becomes much more intensive. There will be
many problems occuring in the software system development life cycle, such as post-
poned schedule, increased cost, inefficiency and abandonment [9]. The risk evaluation
and management is an important issue. Up to now, there are many authors investing risk
identification, risk analysis [1-6,17], and tackling the rate of aggregative risk [9,11-14].

Due to the complexity of risk factors and the compounding uncertainty associated with
future sources of risk, risk is normally not treated with mathematical rigor during the
early life cycle phases [1]. Lee [9] classified the risk factors [1-6,17] into six attributes,
divided each attribute into some risk items, and built up the hierarchical structured
model of aggregative risk and the evaluating procedure of structured model, and proposed
the procedure to evaluate the rate of aggregative risk using two stages fuzzy assessment
method. In [11], Lee et al. showed that the computing result will have some errors unless
the triangular or trapezoid is isosceles and presented the other algorithm to evaluate
the rate of aggregative risk. Lee and Lin [12] presented the other methods to tackle
the risk rate in software development in fuzzy circumstances. Lee et al. [13] presented
the fuzzy sense of interval value [mij − ∆ij1,mij + ∆ij2] of mij instead of single value
mij on assessment for the sub-item Xij to do the rate of aggregated risk. Lee and Lin
[14] presented the evaluating risk rate based on the statistical confidence interval and
defuzzified by the signed distance method.

Based on [10,15], we use the level (λ, 1) interval-valued fuzzy numbers and compositional
inference rule to evaluate the aggregative risk rate.
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Section 2 presents some properties of fuzzy sets. Section 3 is the proposed method. We
make conclusions in Section 4.

2. Preliminaries. This section contains some definitions and propositions used in Sec-
tion 3, [7,8,10,15,16,18,19].

Definition 2.1. A fuzzy set Ã defined on R is called the level λ triangular fuzzy number
if its membership function is

µÃ(x) =


λ(x − a)

b − a
, a ≤ x ≤ b

λ(c − x)

c − b
, b ≤ x ≤ c

0, otherwise

(1)

where a < b < c, 0 < λ ≤ 1, then Ã is called the level λ fuzzy number and denoted by

Ã = (a, b, c; λ). If λ = 1, Ã is called a normal triangular fuzzy number and denoted by

Ã = (a, b, c).

Definition 2.2. [7] Suppose that B̃L = (a, b, c; λ), B̃U = (p, b, r; ρ), where p < a < b <

c < r, a, b, c, p, r ∈ R, 0 < λ < ρ ≤ 1. Let B̃ =
[
B̃L, B̃U

]
. B̃ is called a level (λ, ρ)

interval-valued fuzzy number.

The α-level set of B̃ = [(a, b, c; λ), (p, b, r; ρ)] is defined as follows. If 0 ≤ α ≤ λ, α-level

set of B̃ is defined as

B(α) =
{
x|µB̃U (x) ≥ α

}
−
{
x|µB̃L(x) > α

}
=
[
B̃U

l (α), B̃L
l (α)

]
∪
[
B̃L

r (α), B̃U
r (α)

]
(2)

where

B̃L
l (α) = a + (b − a)

α

λ
, B̃L

r (α) = c − (c − b)
α

λ

B̃U
l (α) = p + (b − p)

α

ρ
, B̃U

r (α) = r − (r − b)
α

ρ

(3)

If λ ≤ α ≤ ρ, then

B(α) =
[
B̃U

l (α), B̃U
r (α)

]
(4)

B̃U
l (α) = p + (b − p)

α

ρ
, B̃U

r (α) = r − (r − b)
α

ρ
(5)

According to decomposition theory [18,19] and (3)-(5), B̃ can be denoted as follows:

B̃ =
∪

0≤α<λ

([
B̃U

l (α), B̃L
l (α); α

]
∪
[
B̃L

r (α), B̃U
r (α); α

])
∪
∪

λ≤α≤1

[
B̃U

l (α), B̃U
r (α); α

]
(6)

Let FIV (λ, ρ) = {[(a, b, c; λ), (p, b, r; ρ)]|p < a < b < c < r, a, b, c ∈ R}, 0 < λ < ρ ≤ 1.
As mentioned by [16], when the signed distance and ranking of level (λ, ρ) interval-

valued fuzzy number on FIV (λ, ρ) are taken into consideration, we should first illustrate
the signed distance [18] as follows.

Definition 2.3. [18] For each a, 0 ∈ R we define the signed distance from a to 0 by
d0(a, 0) = a.

Definition 2.4. [10,18] (a) Let B̃ = [(a, b, c; λ), (p, b, r; ρ)] ∈ FIV (λ, ρ), the signed dis-

tance from B̃ to 0̃ is defined by

d
(
B̃, 0̃

)
=

1

16

[
6b + a + c + 4p + 4r + 3(2b − p − r)

λ

ρ

]
(7)
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(b) The signed distance of the ρ triangular fuzzy number Ã = (p, b, r; ρ) is defined by

d
(
Ã, 0̃

)
=

1

2ρ

∫ ρ

0

(
Ãl(α) + Ãr(α)

)
dα =

1

4
(2b + p + r) (8)

Definition 2.5. For B̃ = [(a, b, c; λ), (p, b, r; ρ)], C̃ = [(u, v, w; λ), (g, v, h; ρ)] ∈ FIV , the

level (λ, ρ) interval-valued fuzzy number B̃ ⊕ C̃ and kB̃ are defined as follows:

B̃ ⊕ C̃ = [(a + u, b + v, c + w; λ), (p + g, b + v, r + h; ρ)]

kB̃ =

{
[(ka, kb, kc; λ), (kp, kb, kr; ρ)], k > 0

[(kc, kb, ka; λ), (kr, kb, kp; ρ)], k < 0

Using Definitions 2.4 and 2.5, we have the following proposition.

Proposition 2.1. If B̃, C̃ ∈ FIV (λ, ρ), k ∈ R, then we have

d
(
B̃ ⊕ C̃, 0̃

)
= d

(
B̃, 0̃

)
+ d

(
C̃, 0̃

)
d
(
kB̃, 0̃

)
= kd

(
B̃, 0̃

)
.

3. The Proposed Method. We present the fuzzy assessment method as follows.
Step 1: Assessment form for the risk items:
Based on the hierarchical structure model of aggregative risk and contents of structure

model in [9,11-14], we proposed the assessment form in Table 1 and the algorithm as
follows.

Referring to [9,11-14], the criteria ratings of risk are linguistic variables with linguistic
values V1, V2, . . . , V7, where V1 = extra low, V2 = very low, V3 = low, V4 = middle, V5 =
high, V6 = very high, and V7 = extra high.

These linguistic values are treated as triangular fuzzy numbers as follows:

Ṽ1 =

(
0, 0,

1

6

)
,

Ṽk =

(
k − 2

6
,
k − 1

6
,
k

6

)
, for k = 2, 3, . . . , 6

Ṽ7 =

(
5

6
, 1, 1

)
In Table 1, W2(i) is the weight of the risk attribute Xi, for i = 1, 2, . . . , 6, and satisfies

0 ≤ W2(i) ≤ 1,
6∑

i=1

W2(i) = 1 (9)

W1(i, j) is the weight of the risk item Xij, and satisfies

0 ≤ W1(i, j) ≤ 1,

ni∑
j=1

W1(i, j) = 1 (10)

for i = 1, 2, . . . , 6; j = 1, 2, . . . , ni; n1 = 1, n2 = 4, n3 = 2, n4 = 4, n5 = 2, n6 = 1.
Step 2: Suppose that there are r experts to evaluate the aggregative risk rate in software

development.

Let v
(k)
ijq ∈ [0, 1] be the assessment for the sub-item Xij given by the evaluator q with

respective to the criteria Vk, where i = 1, 2, . . . , 6, j = 1, 2, . . . , ni, q = 1, 2, . . . , r, k =
1, 2, . . . , 7, and

7∑
k=1

v
(k)
ijq = 1, 0 ≤ v

(k)
ijq ≤ 1 (11)
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Table 1. Contents of the proposed assessment form [9,11-14]

Risk Risk item Weight- Weight- Linguistic variables
attribute 2 1 V1 V2 V3 V4 V5 V6 V7

X1: Personal W2(1)
X11: Personal shortfa-

W1(1, 1) ṽ
(1)
11 ṽ

(2)
11 ṽ

(3)
11 ṽ

(4)
11 ṽ

(5)
11 ṽ

(6)
11 ṽ

(7)
11lls, key person(s) quit

X2: System
W2(2)requirement

X21: Requirement
W1(2, 1) ṽ

(1)
21 ṽ

(2)
21 ṽ

(3)
21 ṽ

(4)
21 ṽ

(5)
21 ṽ

(6)
21 ṽ

(7)
21ambiguity

X22: Developing the
wrong software W1(2, 2) ṽ

(1)
22 ṽ

(2)
22 ṽ

(3)
22 ṽ

(4)
22 ṽ

(5)
22 ṽ

(6)
22 ṽ

(7)
22

function
X23: Developing the

W1(2, 3) ṽ
(1)
23 ṽ

(2)
23 ṽ

(3)
23 ṽ

(4)
23 ṽ

(5)
23 ṽ

(6)
23 ṽ

(7)
23wrong user interface

X24: Continuing
stream requirement W1(2, 4) ṽ

(1)
24 ṽ

(2)
24 ṽ

(3)
24 ṽ

(4)
24 ṽ

(5)
24 ṽ

(6)
24 ṽ

(7)
24

changes
X3: Schedules

W2(3)and budgets
X31: Schedule not

W1(3, 1) ṽ
(1)
31 ṽ

(2)
31 ṽ

(3)
31 ṽ

(4)
31 ṽ

(5)
31 ṽ

(6)
31 ṽ

(7)
31accurate

X32: Budget not
W1(3, 2) ṽ

(1)
32 ṽ

(2)
32 ṽ

(3)
32 ṽ

(4)
32 ṽ

(5)
32 ṽ

(6)
32 ṽ

(7)
32sufficient

X4: Develop-
W2(4)ing technology

X41: Gold-plating W1(4, 1) ṽ
(1)
41 ṽ

(2)
41 ṽ

(3)
41 ṽ

(4)
41 ṽ

(5)
41 ṽ

(6)
41 ṽ

(7)
41

X42: Skill levels
W1(4, 2) ṽ

(1)
42 ṽ

(2)
42 ṽ

(3)
42 ṽ

(4)
42 ṽ

(5)
42 ṽ

(6)
42 ṽ

(7)
42inadequate

X43: Straining
W1(4, 3) ṽ

(1)
43 ṽ

(2)
43 ṽ

(3)
43 ṽ

(4)
43 ṽ

(5)
43 ṽ

(6)
43 ṽ

(7)
43hardware

X44: Straining
W1(4, 4) ṽ

(1)
44 ṽ

(2)
44 ṽ

(3)
44 ṽ

(4)
44 ṽ

(5)
44 ṽ

(6)
44 ṽ

(7)
44software

X5: External W2(5)
X51: Shortfalls in
externally furnished W1(5, 1) ṽ

(1)
51 ṽ

(2)
51 ṽ

(3)
51 ṽ

(4)
51 ṽ

(5)
51 ṽ

(6)
51 ṽ

(7)
51

components
X52: Shortfalls in
externally performed W1(5, 2) ṽ

(1)
52 ṽ

(2)
52 ṽ

(3)
52 ṽ

(4)
52 ṽ

(5)
52 ṽ

(6)
52 ṽ

(7)
52

tasks
X6: Perform-

W2(6)ance
X61: Real-time perf-

W1(6, 1) ṽ
(1)
61 ṽ

(2)
61 ṽ

(3)
61 ṽ

(4)
61 ṽ

(5)
61 ṽ

(6)
61 ṽ

(7)
61ormance shortfalls

Corresponding to the interval
[
v

(k)
ijq − ∆

(k)
ijq1, v

(k)
ijq + ∆

(k)
ijq2

]
, we have the triangular fuzzy

number as follows:

ṽ
∗(k)
ijq =

(
v

(k)
ijq − ∆

(k)
ijq1, v

(k)
ijq , v

(k)
ijq + ∆

(k)
ijq2

)
(12)

where

0 < v
(k)
ijq − ∆

(k)
ijq1 < v

(k)
ijq + ∆

(k)
ijq2 ≤ 1; ∆

(k)
ijq1 > 0, ∆

(k)
ijq2 > 0. (13)

Defuzzifying ṽ
∗(k)
ijq by signed distance method, we have

d
(
ṽ
∗(k)
ijq , 0̃

)
= v

(k)
ijq +

1

4

(
∆

(k)
ijq2 − ∆

(k)
ijq1

)
∈
[
v

(k)
ijq − ∆

(k)
ijq1, v

(k)
ijq + ∆

(k)
ijq2

]
(14)
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Since we could not know the error between the evaluated value v
(k)
ijq and the population

objective value V
(k)
ijq (unknown), we therefore cannot take the confidence level as 1, that

is, we cannot take the membership grade of ṽ
∗(k)
ijq at v

(k)
ijq as 1. Thus, it should be more

reasonable to consider the membership grade of ṽ
∗(k)
ijq within the interval [λ, 1], 0 < λ < 1.

Hence, we may rewrite the triangular fuzzy number (12) to level (λ, 1) interval-valued
fuzzy number (17) as follows:

ṽ
(k)U
ijq =

(
v

(k)
ijq − ∆

(k)
ijq1, v

(k)
ijq , v

(k)
ijq + ∆

(k)
ijq2

) (
= ṽ

∗(k)
ijq

)
(15)

ṽ
(k)L
ijq =

(
v

(k)
ijq − ∆

(k)
ijq3, v

(k)
ijq , v

(k)
ijq + ∆

(k)
ijq4; λ

)
, 0 < λ < 1 (16)

From (15) and (16), we have the level (λ, 1) interval-valued fuzzy number ṽ
(k)
ijq as follows:

ṽ
(k)
ijq =

[
ṽ

(k)L
ijq , ṽ

(k)U
ijq

]
(17)

0 < ∆
(k)
ijq3 < ∆

(k)
ijq1 < v

(k)
ijq , 0 < ∆

(k)
ijq4 < ∆

(k)
ijq2 (18)

Remark 3.1. If ∆
(k)
ijq3 = ∆

(k)
ijq4 = 0, λ = 0, then the level (λ, 1) interval-valued fuzzy

number ṽ
(k)
ijq becomes triangular fuzzy number ṽ

(k)U
ijq (= ṽ

∗(k)
ijq ) in (15). Thus, the triangular

fuzzy number is a special case of level (λ, 1) interval-valued fuzzy number as follows:

d
(
ṽ

(k)
ijq , 0̃

)
= v

(k)
ijq +

1

4

(
∆

(k)
ijq2 − ∆

(k)
ijq1

)
= d

(
ṽ
∗(k)
ijq , 0̃

)
(19)

From (15), (16) and Definition 2.5, we have (20) as follows:

ṽ
(k)
ij =

1

r

(
ṽ

(k)
ij1 + ṽ

(k)
ij2 + · · · + ṽ

(k)
ijq

)
=
[
ṽ

(k)L
ij , ṽ

(k)U
ij

]
(20)

where

ṽ
(k)L
ij =

(
1

r

r∑
q=1

(
v

(k)
ijq − ∆

(k)
ijq3

)
,
1

r

r∑
q=1

v
(k)
ijq ,

1

r

r∑
q=1

v
(k)
ijq + ∆

(k)
ijq4; λ

)
(21)

ṽ
(k)U
ij =

(
1

r

r∑
q=1

(
v

(k)
ijq − ∆

(k)
ijq1

)
,
1

r

r∑
q=1

v
(k)
ijq ,

1

r

r∑
q=1

v
(k)
ijq + ∆

(k)
ijq2

)
(22)

Step 3: Let

Ñ
(k)
i =

(
W1(i, 1)ṽ

(k)
i1 ⊕ W1(i, 2)ṽ

(k)
i2 ⊕ · · · ⊕ W1(i, ni)ṽ

(k)
ini

)
=
[
Ñ

(k)L
i , Ñ

(k)U
i

]
(23)

where

Ñ
(k)L
i =

(
1

r

ni∑
j=1

W1(i, j)
r∑

q=1

(
v

(k)
ijq − ∆

(k)
ijq3

)
,
1

r

ni∑
j=1

W1(i, j)
r∑

q=1

v
(k)
ijq ,

1

r

ni∑
j=1

W1(i, j)
r∑

q=1

(
v

(k)
ijq + ∆

(k)
ijq4

)
; λ

)

Ñ
(k)U
i =

(
1

r

ni∑
j=1

W1(i, j)
r∑

q=1

(
v

(k)
ijq − ∆

(k)
ijq1

)
,
1

r

ni∑
j=1

W1(i, j)
r∑

q=1

v
(k)
ijq ,

1

r

ni∑
j=1

W1(i, j)
r∑

q=1

(
v

(k)
ijq + ∆

(k)
ijq2

))
for i = 1, 2, . . . , 6; k = 1, 2, . . . , 7.
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Step 4: Defuzzifying (23) by signed distance method [18], we have

d
(
Ñ

(k)
i , 0̃

)
=

1

r

ni∑
j=1

W1(i, j)
r∑

q=1

v
(k)
ijq +

1

16r

ni∑
j=1

W1(i, j)
r∑

q=1

(
∆

(k)
ijq4 − ∆

(k)
ijq3

)
+

1

4r

ni∑
j=1

W1(i, j)
r∑

q=1

(
∆

(k)
ijq4 − ∆

(k)
ijq3

)
+

3λ

16r

ni∑
j=1

W1(i, j)
r∑

q=1

(
∆

(k)
ijq2 − ∆

(k)
ijq1

) (24)

Let

N∗,k
i = d

(
Ñ

∗(k)
i , 0̃

)
(25)

Let

Ai =
7∑

k=1

d
(
Vk, 0̃

)
· N∗,k

i (26)

Let

S =
6∑

i=1

W2(i) · Ai (27)

Then, we have the following proposition.

Proposition 3.1. For the assessment form as shown in Table 1 and from Equation (24),
we have

(A) The value of N∗,k
i is the aggregative risk rate of the attribute Xi with respect to the

criteria Vk.
(B) The value of Ai is the risk rate of the attribute Xi.
(C) The value of S is the aggregative risk rate.

4. Conclusions. Evaluators are usually inconsistent regarding criteria and types of in-
formation, because they lack precise information in the evaluation criterion. To solve this
problem, in this study we use the level (λ, 1) interval-valued fuzzy numbers and the signed
distance method to evaluate the aggregative risk rate. The proposed method can reflect
the interviewee’s incomplete and uncertain thoughts.
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