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#### Abstract

We consider a non-preemptive scheduling problem to minimize the total stretch in two parallel machines with two grade of service (GoS) levels. The stretch of a job is defined as the ratio of the flow time to its processing time. When jobs have different release times, the problem of minimizing the total stretch is $N P$-complete even for a single machine. In this paper, we assume that the release times of jobs are all zeros. We provide some optimality conditions and show that the problem can be solved in polynomial time.
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1. Introduction. In service industries, it is a common practice that service providers offer differential services to special customers. For example, in a superstore like WalMart, some counters are reserved for customers with small purchases to accelerate the checkout process, which reduces waiting times of the customers. The stretch is defined as the ratio of a job response time to its processing time, that is, a special case of weighted flowtime, in which the weight is defined by reciprocal of the job processing time. The stretch measure relates the customers' waiting times to their demands. It reflects their psychological expectations that they are willing to wait longer for larger requests [1].

For several decades, grade of service (GoS) models have been studied extensively. Hwang et al. [2] considered parallel machines with job and machine GoS levels to minimize the makespan, where jobs can be processed by lower or the same GoS level machines. They proposed an algorithm with worst case performance of $5 / 4$ and $2-1 /(m-1)$ for $m=2$ and $m \geq 3$, respectively. Luo et al. [3] considered semi-online scheduling problems on parallel machines with two GoS levels and unit processing time to minimize the makespan. Lee et al. [4] considered semi-online scheduling problems on parallel machines under GoS eligibility constraints to minimize the makespan. They provided lower bounds of the competitive ratio for any algorithm. Online and semi-online versions of minimizing the makespan in two machines with different GoS levels have been investigated [5-8]. Bender et al. [9] proposed offline and online algorithms to minimize maximum stretch in a single processor. Bender et al. [10] proposed PTAS for minimizing the total stretch. Legrand et al. [11] showed that the minimization problems of the total stretch in single machine without preemption and unrelated parallel machines under the divisible load are NP-complete.

In this paper, we consider minimization of the total stretch in parallel machines. In Section 2, we define our model and present some notations and assumptions. In Section 3 , we show that a two-machine problem under two GoS levels is polynomially solvable. Finally, we provide the summary and concluding remarks.
2. Notations and Problem Definition. Let $J=\left\{J_{1}, J_{2}, J_{3}, \cdots, J_{n}\right\}$ be the job set. Let $p_{j}$ be the processing time of job $J_{j}, r_{j}$ its release time, $a_{j}$ its starting time, $C_{j}$ its completion time, and $F_{j}$ its flow time. Then, the stretch of job $J_{j}$ is defined by $s_{j}=\left(C_{j}-r_{j}\right) / p_{j}$ or $s_{j}=F_{j} / p_{j}$. Assume that the release times of jobs are all zeros. Therefore, $s_{j}=C_{j} / p_{j}$. In parallel machines with GoS levels, job $J_{j}$ and machine $M_{i}$ are labeled with GoS levels $g\left(J_{j}\right)$ and $g\left(M_{i}\right)$, respectively. Job $J_{j}$ is allowed to be processed on machine $M_{i}$ only when $g\left(J_{j}\right) \geq g\left(M_{i}\right)$.

We consider two parallel identical machines with two GoS levels, where GoS levels are classified by job processing times. If a job processing time is greater than a constant $c$, the job is entitled to GoS level 1 and otherwise to GoS level 2.
3. Two Machines with GoS Levels to Minimize Total Stretch. Let $g\left(M_{i}\right)=i$ and $G_{j}=\left\{J_{k} \mid g\left(J_{k}\right)=j, k=1,2, \cdots, n\right\}$, for $i, j=1,2$. Then, jobs in $G_{1}$ should be processed only on machine $M_{1}$, but jobs in $G_{2}$ either on machine $M_{1}$ or $M_{2}$.
Lemma 3.1. There exist no unforced idle times on each machine in an optimal schedule.
Lemma 3.2. An optimal job sequence on each machine is SPT.
Processing times of jobs in $G_{1}$ should be larger than in $G_{2}$. Lemma 3.2 implies that jobs in $G_{2}$ should be processed before jobs in $G_{1}$ on machine $M_{1}$. Partition $G_{2}$ into three subsets $X, Y$ and $B$ such that the starting time of $G_{1}$ is less than or equal to that of $B$. Locate $X$ before $G_{1}$ and $Y$ before $B$. Let $a_{B}$ be a starting time of the first job in $B$. Define $\langle B\rangle$ as the SPT sequence for job set $B$.
Lemma 3.3. In an optimal schedule $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$, where $\sigma_{1}=\left\langle X \cup G_{1}\right\rangle, \sigma_{2}=\langle Y \cup B\rangle$ and $a_{G_{1}} \leq a_{B}$, if $a_{G_{1}}<a_{B}, \sum_{t \in G_{1}} \frac{1}{p_{t}} \geq \sum_{t \in B} \frac{1}{p_{t}}$.

Proof: By contradiction. Suppose that $\sum_{t \in G_{1}} \frac{1}{p_{t}}<\sum_{t \in B} \frac{1}{p_{t}}$. If we interchange $\langle X\rangle$ and $\langle Y\rangle$, there is no change of stretch for jobs in $X \cup Y$. Then the change of total stretch is calculated as follows.

$$
\Delta S=\sum_{t \in G_{1}} \Delta s_{t}+\sum_{t \in B} \Delta s_{t}=\left(a_{B}-a_{G_{1}}\right)\left(\sum_{t \in G_{1}} \frac{1}{p_{t}}-\sum_{t \in B} \frac{1}{p_{t}}\right)<0
$$

Thus, the schedule is not optimal. This completes the proof.
Lemma 3.4. In an optimal schedule $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$, where $\sigma_{1}=\left\langle X \cup G_{1}\right\rangle, \sigma_{2}=\langle Y \cup B\rangle$ and $a_{G_{1}} \leq a_{B}$, the smallest processing time of jobs in $B$ is greater than or equal to the largest processing time of job in $X \cup Y$.

Proof: Since $\sigma_{2}=\langle Y \cup B\rangle$ is SPT, the processing times of jobs in $B$ should be greater than or equal to those of jobs in $Y$.

Let $J_{u}$ be the last job in $\langle X\rangle$ and $J_{v}$ be the first job in $\langle B\rangle$. By contradiction. Suppose that $p_{u}>p_{v}$. Interchanging jobs $J_{u}$ and $J_{v}$ reduced to the stretch change as follows:

$$
\Delta S=\sum_{t \in X-\left\{J_{u}\right\}} \Delta s_{t}+\sum_{t \in Y} \Delta s_{t}+\sum_{t \in G_{1}} \Delta s_{t}+\sum_{t \in B-\left\{J_{v}\right\}} \Delta s_{t}+\Delta s_{u}+\Delta s_{v}
$$

Since the stretches of $X-\left\{J_{u}\right\}$ and $Y$ are not changed,

$$
\begin{aligned}
\Delta S & =\left(p_{v}-p_{u}\right) \sum_{t \in G_{1}} \frac{1}{p_{t}}+\left(p_{u}-p_{v}\right) \sum_{t \in B-\left\{J_{v}\right\}} \frac{1}{p_{t}}+\frac{a_{B}-a_{u}}{p_{u}}+\frac{a_{u}-a_{B}}{p_{v}} \\
& =\left(p_{v}-p_{u}\right)\left[\sum_{t \in G_{1}} \frac{1}{p_{t}}-\sum_{t \in B-\left\{J_{v}\right\}} \frac{1}{p_{t}}\right]+\left(a_{B}-a_{u}\right)\left[\frac{1}{p_{u}}-\frac{1}{p_{v}}\right] .
\end{aligned}
$$

Since $\sum_{t \in B-\left\{J_{v}\right\}} \frac{1}{p_{t}}<\sum_{t \in B} \frac{1}{p_{t}} \leq \sum_{t \in G_{1}} \frac{1}{p_{t}}, \Delta S<0$.
This completes the proof.
Lemma 3.5. In an optimal schedule $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$, where $\sigma_{1}=\left\langle X \cup G_{1}\right\rangle, \sigma_{2}=\langle Y \cup B\rangle$ and $a_{G_{1}} \leq a_{B}$, let the last job in the sequences $\langle X\rangle$ and $\langle Y\rangle$ be $J_{s}$ and $J_{t}$. Then, $0 \leq$ $\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \leq \min \left\{\frac{1}{p_{s}}, \frac{1}{p_{t}}\right\}$.

Proof: By contradiction. Assume that $\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}>\min \left\{\frac{1}{p_{s}}, \frac{1}{p_{t}}\right\}$. If $p_{s}>p_{t}$, the total stretch can be reduced by interchanging $J_{s}$ and $J_{t}$, and thus the schedule is not optimum. We only consider $p_{s} \leq p_{t}$.

Case 1. $a_{s} \geq a_{t}$.
Move $J_{s}$ before $J_{t}$ to construct a new schedule $\sigma^{\prime}=\left(\sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right)$, where $\sigma_{1}^{\prime}=\left\langle X-\left\{J_{s}\right\}, G_{1}\right\rangle$ and $\sigma_{2}^{\prime}=\left\langle Y \cup\left\{J_{s}\right\} \cup B\right\rangle$. Then the change of the total stretch is calculated as below:

$$
\begin{aligned}
\Delta S & =\sum_{k \in G_{1}} \Delta s_{k}+\Delta s_{s}+\Delta s_{t}+\sum_{k \in B} \Delta s_{k} \\
& =-p_{s} \sum_{k \in G_{1}} \frac{1}{p_{k}}+\left(a_{t}-a_{s}\right) \frac{1}{p_{s}}+p_{s} \frac{1}{p_{t}}+p_{s} \sum_{k \in B} \frac{1}{p_{k}} \\
& =p_{s}\left(\frac{1}{p_{t}}-\sum_{k \in G_{1}} \frac{1}{p_{k}}+\sum_{k \in B} \frac{1}{p_{k}}\right)+\left(a_{t}-a_{s}\right) \frac{1}{p_{s}}<0 .
\end{aligned}
$$

Case 2. $a_{s}<a_{t}$.
Interchange $\langle X\rangle$ with $\left\langle Y-\left\{J_{t}\right\}\right\rangle$ to construct a new schedule $\sigma^{\prime \prime}=\left(\sigma_{1}^{\prime \prime}, \sigma_{2}^{\prime \prime}\right)$, where $\sigma_{1}^{\prime \prime}=\left\langle Y-\left\{J_{t}\right\}, G_{1}\right\rangle$ and $\sigma_{2}^{\prime \prime}=\left\langle X \cup\left\{J_{t}\right\} \cup B\right\rangle$. Then the change of the total stretch is calculated as below:

$$
\begin{aligned}
\Delta S & =\sum_{k \in G_{1}} \Delta s_{k}+\Delta s_{t}+\sum_{k \in B} \Delta s_{k} \\
& =\left(a_{t}-a_{G_{1}}\right) \sum_{k \in G_{1}} \frac{1}{p_{k}}+\left(a_{G_{1}}-a_{t}\right) \frac{1}{p_{t}}+\left(a_{G_{1}}-a_{t}\right) \sum_{k \in B} \frac{1}{p_{k}} \\
& =\left(a_{G_{1}}-a_{t}\right)\left(\frac{1}{p_{t}}-\sum_{k \in G_{1}} \frac{1}{p_{k}}+\sum_{k \in B} \frac{1}{p_{k}}\right)<0 .
\end{aligned}
$$

Thus, the schedule is not optimum. This completes the proof.
Lemma 3.6. Suppose that jobs in $G_{1} \cup G_{2}$ are ordered by the SPT-rule and let $n_{1}$ be the number of jobs in $G_{2}$, i.e., $J_{[j]} \in G_{2}, j=1,2, \cdots, n_{1}$ and $J_{[j]} \in G_{1}, j=$ $n_{1}+1, n_{2}+2, \cdots, n$. For an optimal schedule $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$, where $\sigma_{1}=\left\langle X \cup G_{1}\right\rangle$, $\sigma_{2}=\langle Y \cup B\rangle$ and $a_{G_{1}} \leq a_{B}$, a job sequence $B=\left\{J_{[k]}, J_{[k+1]}, \cdots, J_{\left[n_{1}\right]}\right\}$, where $k=$ $\underset{t}{\arg \min }\left\{\sum_{i=t}^{n_{1}} \frac{1}{p_{[i]}} \leq \sum_{j \in G_{1}}^{n} \frac{1}{p_{j}}\right\}$ satisfies $0 \leq \sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<\min \left\{\frac{1}{p_{s}}, \frac{1}{p_{t}}\right\}$, where $p_{s}$ and $p_{t}$ are the processing times of the last job in sequences $\langle X\rangle$ and $\langle Y\rangle$, respectively.

## Algorithm SPT-LS

Step 1. Construct a list of jobs by the SPT-rule.
Step 2. Assign a job to the least loaded machine according to the list.

## Algorithm GoS[c]

On parallel identical machines with two GoS levels,
Step 1. Initialization
Sort jobs with GoS level 1 by the SPT-rule and label the set of jobs by $G_{1}$. Likewise, sort jobs with GoS level 2 by the SPT-rule and label the set of jobs by $G_{2}$.

Let $n$ be the number of jobs and $n_{1}$ be the number of jobs in $G_{2}$.
Step 2. Select jobs in $G_{2}$ for $B$.
(a) Calculate $\sum_{j \in G_{1}} \frac{1}{p_{j}}$.
(b) For jobs in $G_{2}$, let $k=\underset{t}{\arg \min }\left\{\sum_{i=t}^{n_{1}} \frac{1}{p_{[i]}} \leq \sum_{j \in G_{1}} \frac{1}{p_{j}}\right\}$.
(c) Set $B=\left\{J_{[k]}, J_{[k+1]}, \cdots, J_{\left[n_{1}\right]}\right\}$.

Step 3. Order jobs for Machines $M_{1}$ and $M_{2}$.
(a) If $G_{2}-B$ is empty, go to Step 4 .
(b) If the number of jobs in $G_{2}-B$ is odd, assign the first job in $G_{2}-B$ to machine $M_{2}$ and apply Algorithm SPT-LS for the remaining jobs in $G_{2}-B$ until there is no job in $G_{2}-B$.
(c) If the number of jobs in $G_{2}-B$ is even, assign the first job in $G_{2}-B$ to machine $M_{1}$ and apply Algorithm SPT-LS for the remaining jobs in $G_{2}-B$ until there is no job in $G_{2}-B$.
(d) Label jobs for machine $M_{1}$ by $X$ and jobs for machine $M_{2}$ by $Y$.

Step 4. Sequence jobs for machines $M_{1}$ and $M_{2}$. Attach sequence $\left\langle G_{1}\right\rangle$ after $\langle X\rangle$ and sequence $\langle B\rangle$ after $\langle Y\rangle$.

Numerical Example. Consider two identical machines with two GoS levels. Assume that if a job processing time is greater than 3 , the job is entitled to GoS level 1 and otherwise to GoS level 2. The processing times and GoS levels of jobs are provided in the following table.

Table 1. The processing times and GoS levels of jobs

| Job | $J_{1}$ | $J_{2}$ | $J_{3}$ | $J_{4}$ | $J_{5}$ | $J_{6}$ | $J_{7}$ | $J_{8}$ | $J_{9}$ | $J_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{j}$ | 4 | 1 | 3 | 1 | 5 | 3 | 2 | 2 | 4 | 1 |
| $g\left(J_{j}\right)$ | 1 | 2 | 2 | 2 | 1 | 2 | 2 | 2 | 1 | 2 |

Step 1. Set $G_{1}=\left\{J_{1}, J_{9}, J_{5}\right\}, G_{2}=\left\{J_{2}, J_{4}, J_{10}, J_{7}, J_{8}, J_{3}, J_{6}\right\}, n=10$, and $n_{1}=7$.
Step 2. Since $\sum_{j \in G_{1}} \frac{1}{p_{j}}=0.7, k=\min _{t}\left\{\sum_{i=t}^{7} \frac{1}{p_{[i]}} \leq 0.7\right\}=6$.
Therefore, $B=\left\{J_{[6]}, J_{[7]}\right\}=\left\{J_{3}, J_{6}\right\}$.
Step 3. Since the number of jobs in $G_{2}-B$ is odd, we assign first job in $G_{2}$, i.e., $J_{[1]}=J_{2}$, to machine $M_{2}$ and remaining jobs in $G_{2}-B$ to two machines by Algorithm SPT-LS.

Then $X=\left\{J_{4}, J_{7}\right\}$ and $Y=\left\{J_{2}, J_{10}, J_{8}\right\}$.
Step 4. Attach sequence $\left\langle G_{1}\right\rangle$ after $\langle X\rangle=\left\langle J_{4}, J_{7}\right\rangle$ and attach sequence $\langle B\rangle$ after $\langle Y\rangle=$ $\left\langle J_{2}, J_{10}, J_{8}\right\rangle$. The optimal sequence is obtained in Figure 1.


Figure 1. Optimal sequence

Theorem 3.1. Algorithm GoS[c] is optimal for P2|GoS $[c] \mid \sum_{j=1}^{n} s_{j}$.
Proof: Let $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$ be a schedule constructed by Algorithm $G o S[c]$, where $\sigma_{1}=$ $\left\langle X \cup G_{1}\right\rangle, \sigma_{2}=\langle Y \cup B\rangle$ and $a_{G_{1}} \leq a_{B}$. Suppose $\sigma=\left(\sigma_{1}, \sigma_{2}\right)$ is not an optimal schedule. Since the jobs in each machine are ordered by SPT, the total stretch cannot be improved by interchanging two jobs in the same machine. Thus, we consider only interchanging two jobs in the different machines. Let $J_{i,[k]}$ be the $k$ th job in the sequence $\sigma_{i}, i=1,2$. Let $p_{i,[k]}$ and $a_{i,[k]}$ be the processing time and starting time of job $J_{i,[k]}$, respectively.

Interchange $J_{1,[u]}$ and $J_{2,[v]}$, where $1 \leq u \leq|X|, 1 \leq v \leq|Y \cup B|$. If $p_{1,[u]}=p_{2,[v]}$, the total stretch is not changed. Thus, we assume that $p_{1,[u]} \neq p_{2,[v]}$.

Then, the change of total stretch is calculated as below:

$$
\Delta S=\Delta s_{1,[u]}+\Delta s_{2,[v]}+\sum_{k=u+1}^{\left|X \cup G_{1}\right|} \Delta s_{1,[k]}+\sum_{k=v+1}^{|Y \cup B|} \Delta s_{2,[k]}
$$

Case 1. $J_{2,[v]} \in B$. Note that $u<v, p_{1,[u]}<p_{2,[v]}, a_{1,[u]}<a_{2,[v]}$.

$$
\begin{aligned}
\Delta S & =\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)+\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{\left|X \cup G_{1}\right|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y \cup B|} \frac{1}{p_{2,[k]}}\right) \\
& >\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)+\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right)
\end{aligned}
$$

Since $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)>0$ and $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right) \geq 0, \Delta S>$ 0.

Case 2. $J_{2,[v]} \in Y$.

$$
\begin{aligned}
\Delta S= & \Delta s_{1,[u]}+\Delta s_{2,[v]}+\sum_{k=u+1}^{|X|} \Delta s_{1,[k]}+\sum_{k=v+1}^{|Y|} \Delta s_{2,[k]}+\sum_{k \in G_{1}} \Delta s_{k}+\sum_{k \in B} \Delta s_{k} \\
= & \left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right) \\
& +\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right)
\end{aligned}
$$

In Algorithm GoS[c], if the number of remaining jobs for $X \cup Y$ is even, jobs are assigned first to $X$, and otherwise first to $Y$.

Case 2.1. $|X|=|Y|$. Note that $p_{1,[k-1]} \leq p_{2,[k-1]} \leq p_{1,[k]}, k=2,3, \cdots,|X|$.
Case 2.1.1. $u>v$. Note that $a_{1,[u]}>a_{2,[v]}, p_{1,[u]}>p_{2,[v]}$.

$$
\begin{aligned}
& \sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \\
= & \sum_{k=u+1}^{|X|}\left(\frac{1}{p_{1,[k]}}-\frac{1}{p_{2,[k-1]}}\right)-\sum_{k=v+1}^{u-1} \frac{1}{p_{2,[k]}}-\frac{1}{p_{2,|Y|}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<0,
\end{aligned}
$$

since $\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<\frac{1}{p_{2,|Y|}}$ by Lemma 3.6.
Thus, $\Delta S>0$, since $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right)>0$ and $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)>0$.

Case 2.1.2. $u=v$. Note that $a_{1,[u]} \leq a_{2,[v]}, p_{1,[u]}<p_{2,[v]}$.

$$
\begin{aligned}
& \sum_{k=u+1}^{|X|} \frac{1}{p_{1, k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \\
= & \sum_{k=u+1}^{|X|}\left(\frac{1}{p_{1,[k]}}-\frac{1}{p_{2,[k]}}\right)+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \geq 0
\end{aligned}
$$

Thus, $\Delta S \geq 0$, since $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1, k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right) \geq 0$ and $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right) \geq 0$.
Case 2.1.3. $u<v$. Note that $a_{1,[u]}<a_{2,[v]}, p_{1,[u]}<p_{2,[v]}$.

$$
\begin{aligned}
& \sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \\
= & \sum_{k=u+1}^{v} \frac{1}{p_{1,[k]}}+\sum_{k=v+1}^{|X|}\left(\frac{1}{p_{1,[k]}}-\frac{1}{p_{2,[k]}}\right)+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}>0 .
\end{aligned}
$$

Thus, $\Delta S>0$, since $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right)>0$ and $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)>0$.

Case 2.2. $|X|=|Y|-1$. Note that $p_{1,[k]} \leq p_{2,[k+1]} \leq p_{1,[k+1]}, k=1,2, \cdots,|X|-1$.
Case 2.2.1. $u>v$ Note that $a_{1,[u]}>a_{2,[v]}, p_{1,[u]}>p_{2,[v]}$.

$$
\begin{aligned}
& \sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \\
= & \sum_{k=u+1}^{|X|}\left(\frac{1}{p_{1,[k]}}-\frac{1}{p_{2,[k]}}\right)-\sum_{k=v+1}^{u} \frac{1}{p_{2,[k]}}-\frac{1}{p_{2,|Y|}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<0,
\end{aligned}
$$

since $\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<\frac{1}{p_{2,|Y|}}$ by Lemma 3.6.
Thus, $\Delta S>0$, since $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right)>0$ and $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)>0$.

Case 2.2.2. $u=v$. Note that $a_{1,[u]} \geq a_{2,[v]}, p_{1,[u]}>p_{2,[v]}$.

$$
\begin{aligned}
& \sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \\
= & \sum_{k=u+1}^{|X|}\left(\frac{1}{p_{1,[k]}}-\frac{1}{p_{2,[k]}}\right)-\frac{1}{p_{2,|Y|}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<0,
\end{aligned}
$$

since $\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}<\frac{1}{p_{2,|Y|}}$ by Lemma 3.6.
Thus, $\Delta S>0$, since $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right)>0$ and $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right) \geq 0$.

Case 2.2.3. $u<v$. Note that $a_{1,[u]}<a_{2,[v]}, p_{1,[u]}<p_{2,[v]}$.

$$
\begin{aligned}
& \sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \\
= & \sum_{k=u+1}^{v-1} \frac{1}{p_{1,[k]}}+\sum_{k=v}^{|X|}\left(\frac{1}{p_{1,[k]}}-\frac{1}{p_{2,[k+1]}}\right)+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}} \geq 0 .
\end{aligned}
$$

Thus, $\Delta S>0$, since $\left(p_{2,[v]}-p_{1,[u]}\right)\left(\sum_{k=u+1}^{|X|} \frac{1}{p_{1,[k]}}-\sum_{k=v+1}^{|Y|} \frac{1}{p_{2,[k]}}+\sum_{k \in G_{1}} \frac{1}{p_{k}}-\sum_{k \in B} \frac{1}{p_{k}}\right) \geq 0$ and $\left(a_{2,[v]}-a_{1,[u]}\right)\left(\frac{1}{p_{1,[u]}}-\frac{1}{p_{2,[v]}}\right)>0$.
For all cases, the total stretch cannot be decreased. This completes the proof.
4. Conclusions. We consider a minimization problem of the total stretch in parallel machines, in which release times of jobs are assumed zeros. This is a special case of the NP-hard total weighted completion times when the weights are the inverse of job processing times. For the case of two machines with two GoS levels where the levels are determined by job size, we propose a polynomial time algorithm.
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