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Abstract. The forecast of air quality is critical to enable proper precautions to be taken
before and during certain events. Urban air quality varies non-linearly and depends on
multiple factors, which will lead to the low forecast accuracy. In order to improve the
forecast accuracy, an improved GM(1, 1) model called IOBGM(1, 1) model is proposed to
forecast urban air quality in this paper. The original sequence and the background value of
the GM(1, 1) model are simultaneously optimized to improve the forecast accuracy based
on the analysis of the factors that can influence the forecast accuracy. The improved
GM(1, 1) model is employed to forecast the concentrations of PM10 and SO2 of Handan
before 2020, one of the most polluted cities in China. Experimental results show that the
improved GM(1, 1) model has higher forecast accuracy, the forecast results of which are
much more reliable.
Keywords: Air quality, Grey model, Optimizing, Forecast

1. Introduction. The air quality information, such as the concentration of particulate
matter (PM10), nitrogen dioxide (NO2) and sulfur dioxide (SO2), is of great importance
to support air pollution control and protect human health from damage by air pollu-
tion. Most major cities in the northeast of China, especially Beijing, Tianjin and Hebei
province (Jing-Jin-Ji area) have experienced severe short-term pollution events. Accurate
forecast for the changing trend of urban air quality is helpful for providing the public
and governments with important information, according to which effective measures are
timely taken to prevent and control emissions of air pollutants.

The forecast approaches of urban air quality fundamentally branch into two main
streams: deterministic approaches and statistical approaches [1]. Deterministic approaches
can be performed without a large quantity of historical data, but it demands sufficient
knowledge of pollutant sources, the real-time emission quantity and temporal physical
processes under the planetary boundary layer. Statistical forecasting requires relatively
less detailed data and it is inexpensive and easy to operate, and, is relatively accurate.
The commonly used statistical forecast approaches include regression analysis method,
artificial neural network, etc. [2, 3, 4]. Zheng et al. [6] combined artificial neural network
with linear regression to infer the real-time and fine-grained air quality. The experiments
show the mean forecast accuracy is higher than that of the regression tree method. Wang
et al. [5] utilized a hybrid artificial neural network to enhance the forecast accuracy by
revising the error term of the traditional method. However, the artificial neural network
models need a large number of measured data to track the change of the data for obtain-
ing better forecast results. However, the acquisition of a large amount of data is often
difficult.
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The grey system theory, originally presented by Deng [7], focuses on model uncertainty
and information insufficiency in analyzing systems via researches on forecasting and de-
cision making. Limited time and space impose restriction on the data acquisition of air
quality forecast which always contains incomplete information. So the air quality forecast
system belongs to a typical grey system.

The GM(1, 1) model of grey theory can use fewer data for modeling and forecasting,
thereby making up for the inadequacy of the artificial neural network method. Pai et
al. [9] utilized seven types of GM(1, 1) model to forecast hourly PM10 and SO2 concen-
trations in Banciao city of Taiwan. Pan et al. [8] employed grey dynamic model group
to forecast the air quality changing trend of Tianjin in China. The experimental results
show that GM(1, 1) model is an efficiently early warning tool for providing particulate
matter information for the public. In order to improve the forecast accuracy, an improved
GM(1, 1) model called IOBGM(1, 1) model is proposed in this paper, the original se-
quence and the background value of which are optimized at the same time. Experimental
results show that the IOBGM(1, 1) model has higher forecast accuracy, the forecast re-
sults of which have the important reference for the assessment, management and decision
making of urban air quality.

The rest of paper is organized as follows. Section 2 introduces the traditional grey
forecast model of air quality and the impact factors of forecast accuracy of model. An
improved air quality forecast model called IOBGM(1, 1) model is given in Section 3.
Experimental results and analysis are given in Section 4. Section 5 concludes the paper.

2. The Grey Forecast Model of Air Quality.

2.1. The traditional GM(1,1) forecast model. The traditional GM(1, 1) model is
shown as follows.

Step 1 Denote the original sequence as:

x(0) =
{
x(0)(1), x(0)(2), · · · , x(0)(N)

}
(1)

where N = 1, 2, 3, · · · .
The sequence x(0) for 1-AGO (Accumulated Generating Operation) can be:

x(1) =
{
x(1)(1), x(1)(2), · · · , x(1)(N)

}
(2)

where x(1)(k) =
k∑

i=1

x(0)(i), k = 1, 2, · · · , N .

Step 2 Establish the background value:
z(1) is the mean generating sequence for x(1). The sequence of the background value is

defined as:

z(1) =
{
z(1)(2), z(1)(3), · · · , z(1)(N)

}
(3)

where

z(1)(k + 1) =
1

2

(
x(1)(k) + x(1)(k + 1)

)
(4)

Step 3 Build up constant differential equation:

dx(1)

dt
+ ax(1) = u (5)

where a is called the developing coefficient, and u is called the control variable.
The Ordinary Least Square (OLS) method is utilized to calculate a and u:

Û = [a u]T = (BT B)−1BT Y (6)
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where,

B =


−z

(1)
1 (2) 1

−z
(1)
1 (3) 1
...

...

−z
(1)
1 (N) 1

Y =
[
x

(0)
1 (2) x

(0)
1 (3) · · ·x(0)

1 (n)
]T

(7)

Step 4 Obtain the discrete form of first-order grey differential equation. The solution
of x(1) is:

x̂(1)(k + 1) =
[
x(1)(1) − u

a

]
e−ak +

u

a
(8)

where a is called the developing coefficient, k = 1, 2, · · · , N .
Thus, the forecast values can be derived by one inverse accumulated generating opera-

tion (1 − IAGO):

x̂(0)(k + 1) = x̂(1)(k + 1) − x̂(1)(k) = (1 − ea)
(
x(0)(1) − u

a

)
e−ak (9)

2.2. The impact factors of forecast accuracy of GM(1,1) model. The analysis of
the traditional GM(1, 1) model shows the impact factors of forecast accuracy of GM(1, 1)
model mainly include the original sequence factor and the background value factor.

The original sequence factor. The data of air quality forecast system is constantly
distorted due to the interference of external factors such as human activities. The origi-
nal sequence of GM(1, 1) model cannot correctly reflect the essential change laws of the
forecast system. In order to improve the forecast accuracy of air quality, we need reduce
the interference effect of disturbance factors. Therefore, generated by the original se-
quence, the buffer operator is proposed [10]. The buffer operator can weaken or eliminate
the influence of interference in the system, modify the original data, and improve the
smoothness of discrete data and the forecast accuracy of air quality.

The background value factor. According to Equation (8), the fitting and forecast
accuracy of GM(1, 1) model depend on parameters a and u. And the values of a and u
depend on the construction of the background value, so the background value sequence z(1)

becomes the key to directly affecting the forecast accuracy of GM(1, 1) model. Equation
(4) shows the background value z(1)(k+1) is the average value of x(1)(k) and x(1)(k+1) in
the range [k, k+1]. The background value z(1)(k+1) is the abscissa midpoint of trapezoid,
as shown in Figure 1. However, the forecast curve of GM(1, 1) model is exponential
curve, and the midpoint of the actual curve (L) is always less than the abscissa midpoint
of trapezoid (L + △L) in the range [k, k + 1]. When the sequence data changes gently,
x(1)(k) is close to x(1)(k + 1), the difference between L and L + △L is very small and
the deviation of the model also is small. However, when the change of sequence data is

Figure 1. Principle diagram of the background value
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intensive, the difference between x(1)(k) and x(1)(k+1) becomes larger, and the difference
between L and L+△L also increases, thus leading to the great reduce of forecast accuracy.

The improvement to either of the impact factors is limited for improving the forecast
accuracy of grey model. So the improved GM(1, 1) model called IOBGM(1, 1) model,
the original sequence and the background value of which are optimized at the same time,
is used to forecast the air quality and improve the forecast accuracy.

3. The Improved GM(1,1) Forecast Model.

3.1. The improvement of the original sequence.

Definition 3.1. Assume that the original sequence x(0) = {x(0)(1), x(0)(2), · · · , x(0)(N)}
is the behavior data sequence of system, that d is an operator worked on x(0), and that the
sequence, obtained by having d worked on x(0), is denoted as:

x(0)d = {x(0)(1)d, x(0)(2)d, · · · , x(0)(N)d} (10)

where d is called a sequence operator and x(0)d is called the first-order operator sequence.

Theorem 3.1. Theorem of Fixed Points [10] Assuming that x(0) is the behavior data
sequence of system and that d is a sequence operator, d must satisfy x(0)(N)d = x(0)(N).

Theorem 3.2. Theorem of Sufficient Usage of Information [10] Each data x(0)(k)
(k = 1, 2, · · · , N) in the behavior data sequence of system participates fully in the whole
process in which the operator works on x(0).

Theorem 3.3. Theorem of Analytic Representations [10] For any x(0)(k)d (k =
1, 2, · · · , N) can be described with a uniform and elementary analytic representation in
x(0)(1), x(0)(2), · · · , x(0)(N).

Definition 3.2. All sequence operators, satisfying the above three theorems, are called
buffer operators.

Definition 3.3. A novel buffer operator:

x(0)d1 =
2x(0)(k)x(0)(N)

x(0)(k) + x(0)(N)
(11)

where k = 1, 2, · · · , N , d1 is a buffer operator, and x(0)d1 = {x(0)(1)d1, x
(0)(2)d1, · · · ,

x(0)(N)d1} is a new sequence obtained by the buffer operator d1 working on the original
sequence.

3.2. The improvement of the background value. According to the analysis of the
impact factors of background values, to improve model accuracy, a novel background value
is given as Equation (12) to improve forecast accuracy at the same time with the novel
buffer operator.

Definition 3.4. A novel background value:

z(1)(k + 1) =
N/2 + 1

N
x(1)(k) +

N/2 − 1

N
x(1)(k + 1) (12)

where N is the number of elements in the original sequence, N = 1, 2, 3, · · · .
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3.3. The forecast process of the IOBGM(1,1) model.
Step 1 The annual concentration of an air pollutant is selected as the original sequence.

The first time is represented by x(0)(1), the second time is represented by x(0)(2) and the
N time is represented by x(0)(N). The novel buffer operator is used to work on the original
sequence, which generates a new sequence as input of IOBGM(1, 1) model. The form of
new sequence is shown in Equation (10).

Step 2 The background value is optimized by using Equation (12) to replace Equation
(4). The sequence of novel background values is defined as:

z(1)′ =
{

z(1)′(2), z(1)′(3), · · · , z(1)′(N)
}

(13)

where z(1)′(k + 1) = N/2+1
N

x(1)(k) + N/2−1
N

x(1)(k + 1).
Step 3 According to Step 3 and Step 4 of the traditional GM(1, 1) model, we can

calculate the forecast values of the air pollutant concentration.
Thus, the original sequence and the background value are optimized at the same time

in the IOBGM(1, 1) model to improve the forecast accuracy.

4. Experiments.

4.1. Datasets. According to the public announcement of the Ministry of Environmental
Protection of China issued in January 2015, Handan of Hebei province ranked the 4th
in cities where the air quality is relatively poor in China. And relevant researches show
that with the action of southwest wind, the air pollutants of Handan easily impact the air
quality of Beijing. If atmospheric pollution of Handan could be mitigated, it would help
to ease the current situation of air pollution in Beijing. The air pollutants impacting air
quality in Handan are mainly PM10 and SO2, so we will forecast the two kinds of the air
pollutant concentration based on the annual concentrations of PM10 and SO2 of the en-
vironment quality bulletin from 2008 to 2014 issued by Handan Municipal Environmental
Protection Bureau.

Table 1. Annual concentrations of PM10 and SO2 of Handan (2008-2014)

2008 2009 2010 2011 2012 2013 2014
PM10 (ug/m3) 101 102 91 82 92 88 83
SO2 (ug/m3) 53 46 45 44 39 40 39

4.2. The forecast results and analysis. The annual concentrations of PM10 and SO2

of Handan from 2008 to 2012 are used as respective the original sequences to respectively
establish the IOBGM(1, 1) model for forecasting the annual concentrations of PM10 and
SO2 of Handan from 2013 to 2014. The real values of PM10 and SO2 concentrations in
2013 and 2014 are used as the accuracy test values of IOBGM(1, 1) model. The forecast
results of IOBGM(1, 1) model are respectively compared with those of the traditional
GM(1, 1) model and BGM(1, 1) model, GM(1, 1) model whose the background value
is only improved. The forecast results and relative errors of three kinds of air quality
forecast models respectively are shown in Table 2 and Table 3.

Table 2 and Table 3 present that when the background value of GM(1, 1) model is
only improved, the forecast accuracy is improved to limited extent. And simultaneous
optimization of the original sequence and the background value significantly improves
the forecast accuracy. For PM10, the average relative error of the traditional GM(1, 1)
model is 6.9% and that of IOBGM(1, 1) model is only 1.9%. The forecast accuracy
improves by 5.0%, compared with that of the traditional GM(1, 1) model. For SO2, the
average relative error of the traditional GM(1, 1) model reaches up to 6.0% and that of
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Table 2. Forecast results and relative error of PM10 (ug/m3)

Year
PM10

Real value
Traditional GM(1, 1) BGM(1, 1) IOBGM(1, 1)
Forecast

value
Relative

error
Forecast

value
Relative

error
Forecast

value
Relative

error
2013 88 81.5 7.4% 82.8 5.9% 86.7 1.5%
2014 83 77.8 6.3% 78.4 5.5% 84.9 2.3%

Table 3. Forecast results and relative error of SO2 (ug/m3)

Year
SO2

Real value
Traditional GM(1, 1) BGM(1, 1) IOBGM(1, 1)
Forecast

value
Relative

error
Forecast

value
Relative

error
Forecast

value
Relative

error
2013 40 38.0 5.0% 38.2 4.5% 38.5 3.7%
2014 39 36.3 6.9% 36.5 6.4% 37.6 3.6%

IOBGM(1, 1) model is 3.7%. So using the IOBGM(1, 1) model to forecast the air quality
can significantly improve the forecast accuracy.

The IOBGM(1, 1) model is applied to forecasting the annual concentrations of PM10

and SO2 of Handan from 2015 to 2020. The annual concentrations of PM10 and SO2

from 2008 to 2014 are used as the original sequence respectively. The new sequences are
generated respectively by the novel buffer operator working on the original sequence as
follows:

x(0)d1PM10 = {91 92 87 82 87 85 83} (14)

x(0)d1SO2 = {45 42 42 41 39 39 39} (15)

The new sequences x(0)d1PM10 and x(0)d1SO2 respectively used as input of IOBGM(1, 1)
model to forecast the annual concentrations of PM10 and SO2 of Handan before 2020.

Figure 2 and Figure 3 show the mean error between fitting values and real values of
PM10 from 2008 to 2014 is only 1.2% and that the mean error between fitting values and
real values of SO2 is only 2.2%. The forecast results show that the annual concentrations
of PM10 and SO2 present the gradual decline in the next few years. In 2020, the concen-
tration of PM10 is 75ug/m3 and the concentration of SO2 is 34ug/m3. In comparison with
the concentrations of PM10 and SO2 in 2014, the concentrations of PM10 and SO2 in
2020 decline with respective descent rate of 9.6% and 12.8%. However, the concentration
of PM10 exceeds the secondary annual concentration thresholds of PM10 of the ambient

Figure 2. Forecast results
of PM10 concentration

Figure 3. Forecast results
of SO2 concentration
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air quality standard of China (70ug/m3), which suggests that although the air quality
of Handan has been obviously improved and the prevention and control of atmospheric
pollution treatment measures has achieved a certain effect, more governance is required
for PM10 pollution.

5. Conclusions. Based on the simultaneous optimizations of the original sequence and
the background value, an improved GM(1, 1) model called IOBGM(1, 1) model is pro-
posed to forecast urban air quality, and takes Handan as an example for experiments
and analysis. Through the comparison of the forecast results of PM10 and SO2 con-
centrations, the forecast accuracy of IOBGM(1, 1) model is much higher than that of
traditional GM(1, 1) model. With ideal forecast effect, IOBGM(1, 1) model meets the
requirements for air quality forecast. The air quality of Handan before 2020 is forecasted
by IOBGM(1, 1) model. The forecast results show that the concentrations of PM10 and
SO2 obviously decrease and that the air quality of Handan has been improved. The fore-
cast and analysis provide a scientific basis for the prevention and control of air pollution
in Handan and even other cities of China, and have a certain practical significance. In
the future, we would like to apply the improved GM(1, 1) model to more cities, further
improve the forecast accuracy and study the root causes of air pollution.
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