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Abstract. The level set method is one of the numerical algorithms for segmentation ob-
jects in medical images. Unfortunately, the standard level set method in which initializa-
tion is needed for every step (re-initialization process), makes further computational time
during the process of searching boundary curves. It is necessary for medical technologist
to obtain faster computational method for image segmentation. Hence, it is an impor-
tant issue to decrease the computational time during the re-initialization process. On the
other hand, there is another approach for fast computing technique using Message Pass-
ing Interface (MPI). This paper presents a fast level set method without re-initialization
for medical CT images segmentation by developing computer program through MPI. This
level set formulation is relied on three approaches including penalizing term, weighted
length term and weighted area term. In this investigation, penalizing term is provided
to avoid the time-consuming problem in the re-initializing process. By comparing with
the standard program, our numerical results show that the proposed method is faster and
more effective for image segmentation. The computational time is reduced with the same
accuracy.
Keywords: Image segmentation, Level set, Re-initialization, MPI

1. Introduction. Image segmentation has been expressed various problems including
tumor segmentation, shape analysis and diagnosis of some diseases. Its objective is to
separate a given image into the essential segments that are more useful and simpler to
determine. There are many segmentation approaches such as region growing, active con-
tour, level set, graph cuts, and clustering. The level set method is a crucial method which
is precise and robust model to solve problems of surface evolution. Up to now, further de-
velopment of level set method and their important applications have been demonstrated
in image processing [1-4], computational physics [5,6], and fluid dynamics [7,8], etc. The
level set method has been developed widely in medical imaging from different modalities
[9,10]. Due to large size of the medical image data, it is more reasonable for generating an
extremely fast level set computation to provide early diagnosis of the disease for surgical
preparation and improve the survival rate.

Level set method proposed by Osher and Sethian [11] is one of popular computational
techniques for tracking the evolution of curve. The moving contour is defined to be the
zero level of the level set function. The level set’s algorithm has been developed basing
on numerically solving the Hamilton-Jacobi equations. Therefore, hyperbolic conservation
law’s theories can be used to support the algorithms. The advantage of level set method
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is that the representing contour can change their topology such as splitting or merging
curves. The algorithm can be extended to three or higher dimensions, as well. Moreover,
intrinsic geometric properties of the contour are easily calculated directly from the level
set function. However, the level set method has a drawback. It is required the level set
function to be a smoothed function over the entire domain. Thus, the level set function
must be re-initialized regularly. As a result, the computational cost is high.

The re-initialization process is necessary in order to preserve stability of curve evolution,
and to provide the expected shape [12]. The level set function must be re-initialized to
be a signed distance function for a closed contour separating the curve into two regions.
However, this re-initialization consumes more computational time. It is also difficult to
accurately keep the location of the zero level set during the re-initialized process. Li et
al. [13] modified these difficulties to avoid re-initialization procedure by adding a penalty
term. This penalty term will maintain the level set function to be a signed distance
function. This developed method is straightforward and more efficient than the standard
level set method.

Parallel computing can deal with large and complex problems. It has been used widely
in many fields such as science, engineering, industrial and commercial fields. Parallel
implementation is the computational scheme for dividing a large structure into several
elements, and then solves them simultaneously on individual processors [14]. Message
Passing Interface (MPI) is essential for developing and running parallel program. This
model determines system of information exchange by sending and receiving messages. The
Message Passing Interface has been developed in C and Fortran 90 languages. In 2006,
Carracciuolo et al. [15] used PETSc, a software library based on MPI, to reduce CPU
time in their research of integration of parallel components and image de-noising in 3-D
echocardiography.

A sequential execution model based on a single-core microprocessor is implemented in
most of medical imaging over the last decade [3,4]. Roy et al. [16] have used it for im-
ages with a variational level set-based curve evolution on MATLAB with a single core.
However, this computer system is rather low-level and limiting further performance im-
provement in large amounts of computation. Nowadays, multiple processing using several
cores has been affected on the image development community [17]. A parallel software
module for image segmentation based on the Parallel Sparse Basic Linear Algebra Sub-
programs (PSBLAS), that allowed computations on GPUs, was proposed by D’Ambra
and Filippone in [18]. Unfortunately, GPUs must be enforced by a parallel software in-
dustry. In our research, we consider multi-core approaches which are integrated of a few
CPUs on laptop or desktop based on portability and efficiency. Each processor keeps its
own memory in a parallel way. This approach has more computational capability on a
development of parallel software.

In this paper, the main objective is the innovation of fast numerical program based
on the level set without re-initialization, and MPI in medical imaging. We focus on the
penalizing term to avoid the complexity of distance re-initialization. Moreover, we also
generate the emphasis of weighted edge term and weighted region term to control the
movement of interface. We attempt to parallelize the level set formulation for image seg-
mentation through MPI routines by using an implicit Partial Differential Equation (PDE)
iterative scheme. The performance of this modification through MPI is also evaluated.

This paper is organized as follows. In Section 2, we review the standard level set method
and indicate the re-initialization process. Furthermore, the level set formulation without
re-initialization is proposed as energy minimization for segmentation. The implementation
of MPI and experimental results are shown in Section 3. The conclusion and future work
are summarized in Section 4.
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2. Problem Statement and Preliminaries. We consider the boundary of curves in
two dimensions. The boundary moves in a normal direction with respect to an inside and
outside region with a speed function F . In the level set method, ϕ(x, t) : R3 → R is the
unknown time dependent level set function, and x is the position vector of the curve. The
main idea is to model the front by the zero level set of the function ϕ, which is defined
by Γ(t) = {x|ϕ(x, t) = 0}. To obtain an equation of motion, we apply the chain rule to
the following equation ϕ(x, t) = 0, and we get

ϕt + ∇ϕ(x, t) · x′(t) = 0, (1)

where x′(t) is the velocity of a particle. The speed function F moves in the direction
normal to itself, and the curvature of the front is κ = ∇ · (∇ϕ/|∇ϕ|). Thus, F = x′(t) ·n,
where n = ∇ϕ/|∇ϕ| is the unit normal vector of the curve. Hence, the equation of motion
for ϕ is given by

ϕt + F |∇ϕ| = 0. (2)

This equation is known as “the level set equation” proposed by Osher and Sethian [11].
During the evolution, the re-initializations of the level set function are required. Suss-

man et al. [19] developed the re-initialization process to rebuild the level set function to
be a signed distance function by solving the level set equation to the steady state. The
signed distance function is given by

ϕ(x, t) =

 C, if x is outside Γ
0, if x is on Γ
−C, if x is inside Γ

(3)

where C = |x − xc| is a constant, and xc is a point on the boundary closest to x. Hence,
the standard re-initialization equation is defined by

ϕt = S(ϕ0) (1 − |∇ϕ|) (4)

where ϕ0 is the general level set function needed to be re-initialized. S(ϕ0) is a sign
function defined as

S(ϕ0) =
ϕ0√

ϕ2
0 + |∇ϕ|2∆x2

(5)

where ∆x is the spatial distance [12]. However, the re-initialization process is still very
expensive, and causes some undesirable solution. To avoid the re-initialization process,
Li et al. [13] proposed a level set evolution equation without re-initialization based on
an energy-minimizing model. An energy function of the level set function composes of an
internal energy Eint(ϕ) and the external energy Eext(ϕ). Thus, the energy function of the
level set function is given by

E(ϕ) = Eint(ϕ) + Eext(ϕ). (6)

The internal energy is related to the potential function. It is given by

Eint = µ

∫
Ω

p (|∇ϕ|)dx (7)

where µ > 0 is a constant. For example, if p = (s − 1)2/2, then

Eint = µ

∫
Ω

(|∇ϕ| − 1)2 dx. (8)

The internal energy function was introduced as a penalizing term in order to obtain
the smoothness contour, and keep the level set function to be a signed distance function.
Due to the effect of the penalizing term, we can avoid the re-initializing process. As a
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result, we can reduce the computation cost. The external energy, which drives the motion
of curve to the object boundary, is defined as

Eext(ϕ) = λ

∫
Ω

gδ(ϕ) |∇ϕ| dx + α

∫
Ω

gH(−ϕ)dx (9)

where λ > 0 and α are fixed parameters, δ is the Dirac function, and H is the Heaviside
function. We assume that I is an input image on a domain Ω, and g is the edge indicator
function given by

g =
1

1 + |∇(Gσ ∗ I)|2
(10)

where Gσ(x, y) = 1
2πσ2 exp

(
−x2+y2

2σ2

)
is the Gaussian smoothing filter with standard devi-

ation σ.
The Dirac delta function δ(ϕ) is

δ(ϕ) =


0, |ϕ| > ε

1

2ε

(
1 + cos

(
πϕ

ε

))
, |ϕ| ≤ ε

(11)

where ε = 1.5(∆x) is defined as the width of the boundary [19]. A gradient flow is a
suitable way to minimize the energy function. Based on the calculus of variations, the
modified level set formulation is defined as

∂ϕ

∂t
= −∂E

∂ϕ
= µ

(
∆ϕ −

(
div

∇ϕ

|∇ϕ|

))
+ λδ(ϕ)div

(
g
∇ϕ

|∇ϕ|

)
+ αgδ(ϕ) (12)

where ∆ is called the Laplacian operator. The second term in (12) is called the weighted
length term calculating the length of the zero level curves. The third term is called the
weighted area term controlling the speed of the evolution curve. The last two terms are
provided the zero level curves moving to the object boundaries. If the initial contour is
outside the object, the parameter α is taken as positive value. On the other hand, if the
initial contour is inside the object, then the parameter α is taken as negative value. To
optimize the Gaussian kernel standard deviation σ, we use the Gaussian kernel size N
based on 3-σ rule in statistics for smoothing image as

3σ ∼ (N/2 − 1) + (1 + ε). (13)

The Gaussian kernel size is always a positive odd number. In this case, we use the
kernel size N = 15 with ε = 1.5 to obtain the expected contour in our experiment. The
value of the Gaussian kernel standard deviation in the experiment is taken as σ = 3.0.

3. Main Results. Our experiment has been performed on a computer with Intel Core
(TM) i7, 2.90 GHz CPU, 8G RAM, and Windows 7 operating system. The MATLAB
algorithm was done using lung cancer CT image with 314 × 394 pixel from online web
[20]. The evolution of level set segmentation is applied to locate the boundary of cancer
cell. In this paper, the initial contour is presented at three levels such as 4, 0 and −4. Fig-
ure 1 presents the evolution of curve with similar initial contour but different standard
deviation σ. In this case, the parameter values µ = 0.04, λ = 5.0 and α = 1.5 are used
with the time step ∆t = 5.0 of each iteration. The initial contour is presented from the
outside object as shown in Figure 1(a). Figures 1(b)-1(d) show the final contour with
standard deviation σ = 1.5, 3.0, 4.5, respectively. The default standard deviation σ = 1.5
from the original paper [13] cannot obtain the accurate final curve. Therefore, we use the
value σ = 3.0 based on 3-σ rule in statistics to increase the accuracy as shown in Figure
1(c). The evolution contour cannot detect the cancer cell as we expected. Therefore, we
adjust the parameters that control the width of the initial level set curve. The parame-
ters µ = 0.1, λ = 6.0 and α = −3.0 are used with the time step ∆t = 2.0 to achieve a
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(a) (b) (c) (d)

Figure 1. Segmentation results of lung cancer CT images by using MAT-
LAB from outside the object. (a) The initial contour, (b) the final contour
with σ = 1.5, (c) the final contour with σ = 3.0, and (d) the final contour
with σ = 4.5

(a) (b) (c) (d)

Figure 2. Segmentation results of lung cancer CT images by using MAT-
LAB from inside the object. (a) The initial contour, (b) the final contour
with σ = 1.5, (c) the final contour with σ = 3.0, and (d) the final contour
with σ = 4.5

desirable curve. Color contour is represented the initial level contour starting from inside
the lung region as shown in Figure 2(a). The final level set contour of lung nodules for
three different values of standard deviation σ = 1.5, 3.0, 4.5 with the same initial con-
tour are shown in Figures 2(b)-2(d). As we have mentioned in Figure 1, the standard
deviation σ = 3.0 based on 3-σ rule in statistics is indicated a high quality of lung can-
cer segmentation. Figures 3(a) and 3(b) show the evolution contour of all weighted term
at first iteration by using MATLAB and parallel implementation. Figure 3(c) shows the
computational time of our program comparing with MATLAB program to evaluate the
efficiency. Our results demonstrate that our proposed method can perform the evolving
curve of the total weighted term decreased by a factor of 5.3. Our parallel implementation
is remarkably faster than the standard program with the same accuracy.

4. Conclusions. In this paper, we have performed a level set segmentation without us-
ing re-initialization to detect the lung region and cancer cell. By penalizing effect, the
re-initialization process can be avoided in order to reduce the CPU time. Moreover, by
using 3-σ rule in statistics, the parameters can be selected for higher accurate image seg-
mentation. To improve the speed of computing, the evolving level set function is proposed
by coding a program through MPI routines based on C language. Our experimental re-
sults have shown high performance of our program in terms of efficiency by decreasing
the CPU time. In our future work, we will develop a computer program to simulate the
zero level curves at different times and support multiple processors. In addition, our code
will be implemented to multiple inputting images.
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(a) (b)

(c)

Figure 3. Effect of parallel implementation. (a) The contour of all
weighted term at first iteration by MATLAB code, (b) the contour of all
weighted term at first iteration by parallel implementation, and (c) com-
parison of our program and MATLAB program in terms of CPU time
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